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ABSTRACT. Several Algerian cities are increasingly experiencing notable traffic congestion due to the unequal distribution of 
urban functions. This research specifically analyses and assesses the urban functions planning’s impacts on transportation in 
Béjaïa city, as well as the consequences of the traffic generated on the environment and citizens’ life quality. For such objectives, 
the study analyzed the distribution of trip-generating activities, the adequacy of their planning with the urban transport 
network, and the inhabitants’ perceptions regarding the environment and life quality. To this end, the study employed a 
mixed-methods approach for data collection and analysis. This methodology includes qualitative field observations and 
quantitative data collected through questionnaire surveys. The results indicated a significant correlation between the urban 
functions’ planning and the generated traffic flows. The zoning observed in Béjaïa generates a disconnection between 
origin and destination, leading to longer distances traveled and a deteriorated environment. Indeed, around 80% of the 
respondents expressed dissatisfaction with the location of Béjaïa’s urban functions and life quality. Thus, it is recommended 
to revise zoning regulations, reevaluate industrial zones, improve the mobility plan sustainably, and promote community 
participation in the urban planning process. These research findings serve as a reference for researchers and decision-makers 
to enhance future urban planning in Béjaïa and other cities around the world.

KEYWORDS: environment and life quality, land valorization, transportation, urban functions’ planning, Béjaïa city
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INTRODUCTION

 The significant majority of developing regions around 
the world, including Algeria, are continuously affected by 
accelerated urbanization, leading to the deterioration of 
urban life (Aggoune 2024; Meddour 2022). Thus, the city 
of Béjaïa, situated in northern Algeria, is an evolving urban 
space facing several challenges related to transportation 
and urban planning. In many cities, the latter is determined 
by land-use zoning (Chin et al. 2024). It organizes the 
disposition of inhabitants, activities, works, and means 
of communication in accordance with regulations and 
programs aimed at the well-being of the citizens (Haghani 
et al. 2023; Merlin and Choay 2010).

 Urban functions assign specificities to the city and 
provide land reserves. As indicated by Zhou (2022), residents’ 
urban life is mainly defined by residential, employment, 
entertainment, and leisure functions. Additionally, urban 
structures include industrial, traffic, and commercial 
functions (Hu et al. 2020; Zhou et al. 2020). Business and 
service functions also contribute to the vibrancy of city 
centers (Niu and Silva 2021) by initiating economically 
dynamic policies, such as family businesses and startups 
(Andabayeva et al. 2024). The function therefore emanates 
from the numerous activities that characterize it. These 
activities adapt to urban life requirements given the 
spatial distribution of the facilities (Chin et al. 2024). The 
intermediate objective of studying this distribution is to 
achieve a deeper understanding of the intra-urban supply 

https://doi.org/10.24057/2071-9388-2025-3257
https://doi.org/10.24057/2071-9388-2025-3257
https://crossmark.crossref.org/dialog/?doi=10.24057/2071-9388-2025-3257&domain=pdf&date_stamp=2025-06-30
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of services and activities as it has evolved throughout time 
(Erraougui 2023). In Portland, Oregon, there is a focus on 
encouraging mixed-use projects through zoning and land 
use regulations with the aim of promoting healthier cities, 
as they facilitate walking and riding bikes (Raea et al. 2020). 
The presence of these urban functions on the territory of a 
city, including Béjaïa, influences, to a large extent, its image 
and the life quality of its users. 
 The enhancement of quality of life is increasingly 
crucial for a global urban population that is expanding as 
a result of accelerated urbanization processes (Mouratidis 
2021). Nowadays, the urban quality of life is measured 
through aspects beyond the limit of the variety of activities 
(administrative, educational, cultural, etc.). These include 
proximity to services and jobs, environmental quality, a 
sense of security, as well as access to public transport and 
smart mobility technologies. A case in point is Vienna, which 
is recognized as one of the most livable cities worldwide 
(Haas 2024)1. This city is favoring health and efficiency by 
embracing innovations and new technologies in mobility. 
In Algeria, Article 03 of Law 11-04 of February 17, 2011, 
laying down the rules governing the activity of real estate 
development, highlights the necessity for upgrading 
viability networks and enhancing outdoor common areas 
(Guerroudj 2017).
 Transportation systems are also intrinsically linked to 
the urban functions, facilitating circulation and accessibility, 
according to Le Corbusier (Denèfle et al. 2006)2. This 
relationship has led to several research studies. They focus 
on exploring the effects of urban sprawl on displacement 
behavior by conducting a household survey in 2018 in 
Béjaïa (Bounouni et al. 2020). In addition, previous studies 
employed a mixed-methods approach to evaluate the 
relationship between urban transport policies and the 
self-reported needs of citizens in Port Louis, Mauritius 
(Thondoo et al. 2020). Their findings demonstrated that 
citizen-centered approaches allow the review of urban 
transport planning policies, thus promoting healthier 
and more equitable cities in developing countries. These 
outcomes may be of significant relevance to Algerian cities, 
with particular applicability in Béjaïa. The contributions 
also highlight the need to review urban systems and their 
mobility requirements (Baklanov et al. 2021). Such goals 
can be achieved by managing the existing infrastructure 
through traffic regulation (Khelf 2021). For example, 
Medellin, in Colombia, implemented an effective urban 
transport policy by means of a metro-cable system. This has 
encouraged the development of informal neighborhoods 
(Klouche 2019). Traffic flows are higher in mixed zones 
with significant commercial activities (Al Tal et al. 2022). 
Accordingly, the researchers were interested in examining 
the feasibility of reducing car travel by modifying land use 
rules. Consequently, the supply of transport conditions the 
configuration of rapidly urbanizing regions, as is the case in 
Béjaïa.
 The field of urban transportation planning has notably 
evolved in response to accelerated urbanization. Recent 
literature emphasizes the fundamental role of smart 
transportation systems in improving mobility and city 
livability. The concept of Mobility-as-a-Service (MaaS) 

enables the users to access real-time information about 
available transport options and thereby reduces private car 
use (Signor et al. 2019). Moreover, the 15-minute city has 
emerged to manage the main daily activities of the citizens 
within a short distance, as is the case in Paris (UN-Habitat 
2022). It therefore reduces traffic congestion and promotes 
social cohesion (University College of Estate Management 
2024)3. Since they enhance access to essential services 
and reduce the negative effects of excessive motorization, 
implementing these approaches in Béjaïa could improve 
the environment and life quality.
 The literature has considerably expanded on 
transportation systems and environmental quality. 
The expansion of urban fabrics has led to increased 
motorization, contributing primarily to air pollution and 
greenhouse gas emissions (Universitas Gadjah Mada 
2020)4. Effective urban transport planning may assist in 
addressing these issues. The integration of sustainable 
transport policies consistently resulted in reduced air 
pollution and improved public health (Hoen et al. 2021). 
The green infrastructure (pedestrian pathways and parks) 
offers ecological advantages, as it encourages active 
transportation modes. Furthermore, researchers state that 
efficient public transportation planning can alleviate traffic 
congestion and consequently private car reliance (Litman 
2024). Urban transport planners aim to design transport 
networks prioritizing pedestrians’ and cyclists’ accessibility. 
In Addis Ababa, Ethiopia, the Scaling Up Safe Street Designs 
has addressed road safety and environmental issues 
(UN-Habitat 2022). The project emphasizes the value of 
walking and cycling for all residents, including people with 
disabilities. These transport systems have the potential to 
preserve the environment and ensure economic growth in 
developing regions, such as Béjaïa.
 The urban fabric in the city of Béjaïa is characterized by 
a large number of dysfunctions, resulting in the emergence 
of socio-spatial segregation (Attar and Saraoui 2022). The 
latter can influence social cohesion and urban development. 
This phenomenon of urban dysfunction and socio-spatial 
segregation is profoundly exacerbated by inadequate 
transport infrastructure. It is observed in numerous cities 
around the world, as a result of the separation of different 
social groups due to unequal access to housing quality, 
services, and employment (Najib 2017). The same author’s 
study has found that this phenomenon of dysfunction 
manifests in Besançon, Mulhouse, and Strasbourg (France). 
Populations in neighborhoods are disadvantaged given 
the presence of social housing and poor urban amenities. 
In England and Wales, the creation of deeply socio-spatial 
structures is a result of the highest levels of income 
inequality (Nieuwenhuis et al. 2020). The urban design in 
Tehran influences segregation outcomes by interfacing 
with physical space and social dynamics (Shamskooshki 
2021). The Afro-Ecuadorian population in Machala, 
Ecuador, is experiencing significant disparities, resulting in 
inadequate housing and urban infrastructure (Uzcátegui-
Sánchez et al. 2023). Therefore, the socio-spatial dynamics 
of cities are profoundly linked to urban transportation. The 
provision of appropriate transport infrastructure in Béjaïa 
can foster social cohesion and improve its population’s 

Bakour A. K., Baouali R., Mouhoubi N. et al. TRANSPORTATION AND URBAN FUNCTIONS’ PLANNING IN THE CITY OF ...

1Haas C. U. (2024). Smart Cities: 6 Pioneers Leading the Way in Transforming Transportation. [online] Available at: https://www.linkedin.
com/pulse/smart-cities-6-pioneers-leading-way-transforming-christian-u-haas-gbloe?trk=public_post [Accessed 19 Jan. 2025].
2Denèfle S., Bresson S., Dussuet A., and Roux N. (2006). Living, Le Corbusier: Social practices and architectural theory. [online] Open 
Edition books. (In French with English summary). Available at: https://books.openedition.org/pur/12487 [Accessed 10 Feb. 2024].
3University College of Estate Management (2024). A guide to 15-minutes-cities: why are they so controversial. [online] Available at: 
https://www.ucem.ac.uk/whats-happening/articles/15-minute-city/ [Accessed 07 Nov. 2024].
4Universitas Gadjah Mada (2020). Trends in Urbanization and Motorization Affects Reduction in Air Quality. [online] Available at: https://
ugm.ac.id/en/news/20145-trends-in-urbanization-and-motorization-affects-reduction-in-air-quality/ [Accessed 07 Nov. 2024].
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quality of life. These studies referenced above employed 
various methodologies to understand socio-spatial 
segregation. They particularly utilized the mixed-methods 
approach that combined quantitative surveys and 
qualitative interviews. Thus, they calculated segregation 
indices and levels, as well as explored residents lived 
experiences and perceptions (access to services, social 
interactions, etc.). Furthermore, researchers utilized 
geospatial mapping to visualize segregation patterns and 
analyze spatial distributions across urban environments. 
Dysfunctions in the cities can lead to several negative 
consequences, as demonstrated in the research works 
(Najib 2017; Nieuwenhuis et al. 2020; Shamskooshki 2021; 
Uzcátegui-Sánchez et al. 2023). Social isolation diminishes 
interaction between disparate social groups, fostering 
miscommunication and discriminatory attitudes. Cycles 
of poverty, which are frequently witnessed by segregated 
populations, restrict access to employment opportunities 
and quality education. However, the cities mentioned in 
these studies tried to address the negative consequences 
encountered. For this purpose, they implemented inclusive 
urban planning strategies. The creation of more integrated 
urban environments leads to enhancing the residents’ 
life quality. This approach prioritizes social equity and 
fosters community engagement. Therefore, this strategy 
contributes to renewing sensitive areas and improving 
accessibility. To this end, segregated zones have been 
connected with different activities and services through 
enhanced transportation networks. In Béjaïa, the residents’ 
experiences have been shaped by socio-economic 
factors that have effects on patterns of dysfunction and 
segregation. These are revealed by the historical context 
of the city. Accordingly, inclusive transport and urban 
functions’ planning could considerably address these 
issues.
 Sparsely structured systems are defined by inequitable 
distribution and segregation, whereas densely structured 
systems are distinguished by integration (Hillier 2016). 
Indeed, urban activities in Béjaïa are not located in the 
same neighborhoods. The various civilizational events 
influenced contemporary socio-spatial dynamics. Thus, 
they have shaped Béjaïa’s urban development from its 
Phoenician traces, through French colonization, to the 
present era. The application of past planning practices, 
namely the Master Urban Plan established in the 
1970s, often ignored cultural contexts and local needs. 
Such neglect has led to fragmented urban structures 
characterized by inequality. Understanding these historical 
influences is essential to addressing existing disparities 
through effective urban policies. It is necessary to connect 
each Béjaïa neighborhood with its functions by an efficient 
transport network, facilitating access to different services. 
In addition, displacements generated by urban activities 
significantly influence the environment and life quality.
 In light of these considerations and recent studies, 
our research work involves developing a novel approach 
for our study area. The main objectives are to critically 
analyze and assess urban functions planning’s impacts 
on transport systems in Béjaïa and the consequences of 
the traffic generated on the environment and life quality. 
Accordingly, the following questions arise: How can the 
location of infrastructures whose urban functions decline 
be assessed? What are the impacts of urban functions’ 
planning on the transport sector in Béjaïa? What are the 
consequences of the mobility generated by urban activities 
on the quality of life of city users and the environment? To 

address these questions, we will first analyze the planning 
and distribution of the activities generating displacement 
in the city. Additionally, we will analyze the adequacy of 
their planning in relation to the urban transport network. 
In the second part, the results of the questionnaire 
dealing with the modes and flows of travel in Béjaïa will 
be interpreted and analyzed. These will allow us to better 
understand the citizens’ experiences and perceptions 
regarding the environment and life quality. 
 The purpose of this study is to identify the problems to 
be solved and the provisions used by the land valorization 
operating modes. Thus, urban planners and decision-
makers can solve the inherited problems related to the 
planning of urban functions and transportation in Béjaïa 
City.

MATERIALS AND METHODS

Study area: the city of Béjaïa

 Covering an area of 3,223.50 km2 (Directorate of 
Programming and Budget Monitoring 2020)5, the Béjaïa 
Province is located in the northeast of Algeria, east of the 
capital. Approximately, the Babors and Bibans surround it 
to the east and extend to the southeast, thus dominating 
the plains of Médjana and Bordj-Bou-Arreridj. Additionally, 
the ridges of Djurdjura surround it to the west (Gaid 2008). 
Administratively, the Province of Jijel delimits the Province 
of Béjaïa to the east, the Provinces of Tizi Ouzou and Bouira 
to the west, and the Provinces of Sétif and Bordj-Bou-Arreridj 
to the south. Our study area, the city of Béjaïa, is located 
north of the Béjaïa Province and rises amphitheatrically 
on the Mediterranean coast. The commune of Toudja 
surrounds it to the west, the commune of Oued Ghir to the 
south, and the communes of Tala Hamza and Boukhelifa 
to the southeast (Fig. 1). It covers an area of 120.22 km2 
(BETUR 2012).
 The urban fabric of Béjaïa is the result of several 
mutations that took place through two key moments of its 
evolution: the intramural city, from the Phoenician era (7th 
century BC) to the period of French colonization (1833–
1871), and the extramural city, from the French colonial 
period (1871–1962) to the present day. After independence, 
a massive rural exodus to the cities was observed in the 
territory of Béjaïa city and its surroundings. This occurred to 
improve the living environment and expand training and 
teaching opportunities, which were almost non-existent 
for children and teenagers in their Kabyle villages (Younes 
2022).
 During the 1970s, Béjaïa experienced an industrial 
development that allowed some citizens of the region 
to settle in the city to work in the industry and trade 
sectors. Moreover, according to Chadli and Hadjiedj (2003), 
the spread of industrial activity is associated with the 
development of urban centers and large agglomerations. 
The past planning practices constituted a significant factor 
in population growth and, consequently, a rapidly urbanized 
city. The implementation of strategic and inclusive urban 
functions’ planning could ensure effective and sustainable 
transportation planning, with the objective of improving 
the environment and the city users’ quality of life.
 This study utilized a methodological approach to achieve 
the envisaged objectives through two complementary 
strategies: qualitative and quantitative methods. These 
mixed methods enabled a comprehensive analysis of the 
impacts of urban functions’ planning on transport systems 
and the subsequent effects on the environment and the 

5Directorate of Programming and Budgetary Monitoring (2020). Annual indicators for the Province of Béjaïa. Province of Béjaïa, (In French 
with English summary).
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life quality of citizens in Béjaïa. The systematic approach 
presented below ensures the relevance of the results to 
inform future urban planning processes.
 Data mapping was employed for a comprehensive 
understanding of the collected data. It permitted the 
mapping of the spatial distribution of urban functions 
and the transport network. To achieve this, an updated 
map of Béjaïa (the study area) was created using the 
QGIS software as a reference tool to analyze the surveys’ 
results. To improve visual representation, the maps were 
processed in PowerPoint software (data and legends). 
This technique enabled a precise analysis aligned with the 
research objectives.

Analysis of the adequacy between the distribution 
of trip-generating activities and the urban transport 
network (qualitative study)

Data sources and collection methods

 To assess the impacts of the urban function’s planning 
on transportation and the consequences of the generated 
displacements on the environment and the citizens’ quality 
of life, it was necessary to use a qualitative approach 
based on field observations. The latter is a technique 
used to collect, describe, and interpret spatial practices, 
as well as to analyze social uses and interactions in urban 
spaces (Morange et al. 2016). For a qualitative study 
(spatial analysis of trip-generating activities and the urban 
transport network), field observations were conducted 
in October 2021 in the city of Béjaïa across three key 
urban areas (the historic core, the University Hospital 
Center, and peripheral areas). These were selected on the 
basis of their importance in terms of trip generation and 
interactions with the transport network. This sampling 
rationale was employed to ensure that the observations 
were representative of the most relevant activity areas 
and transport nodes. Alongside an updated map of the 
city (created using QGIS software), a logbook was utilized 
to record our notes and reports regarding the different 

activities’ distribution and their interactions with the urban 
transport network. The logbook provided a valuable tool 
for accurately organizing data, given the lack of updated 
sources related to the location of urban functions in our 
study area.
 To understand and examine the history of Béjaïa and its 
urban planning problems, we used information from our 
chosen literature review, which includes reliable sources 
like Sidi Boumedine 2013, Lamrani 2018, and Traki and 
Boukrif 2019.
 Along with the logbook and updated map’s notes 
and reports, we analyzed data obtained from the different 
departments and directorates of the Béjaïa Province 
regarding statistical directories for the years 2016, 2018, 
and 2020, as follows: the statistical directorate for the Béjaïa 
Province for the year 2016, the estimation of population 
by gender and calculation of density at 31/12/2018, and 
the annual indicators for the Béjaïa Province for the year 
2020, obtained from the Directorate of Programming and 
Budgetary Monitoring; the activity report for the year 
2018, obtained from the Employment Directorate of the 
Béjaïa Province6. These data sources’ collection constituted 
a fundamental basis for evaluating the evolution of 
employment and population over time.

Data analysis

 Following data collection and with the aim to address 
this study’s objectives, qualitative analysis was employed. 
The data from field observations was subjected to spatial 
analysis to identify irregularities and areas for improvement 
in terms of transport accessibility and the distribution of 
activities. To strengthen these analyses, focused on urban 
functions’ planning and location’s effects on transportation 
systems, several spatial analysis methods were incorporated. 
In the first step, we analyzed the historical context of 
urban planning failures, the location and distribution 
of displacement-generating activities throughout the 
city of Béjaïa, and the evolution of employment. Indeed, 
the activities generating trips and mobility are divided 

Bakour A. K., Baouali R., Mouhoubi N. et al. TRANSPORTATION AND URBAN FUNCTIONS’ PLANNING IN THE CITY OF ...

Fig. 1. Location map of the study area Béjaïa City

6Employment Directorate of the Province of Béjaïa (2018). Activity report Year 2018. (In French with English summary).
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into two parts: the activities’ zones and the evolution of 
employment (Chabbi and Abid 2008). Next, we examined 
the adequacy of their planning with the urban transport 
network of our study area, emphasizing the distribution of 
nodes and the level of concentration of trips on the urban 
fabric (traffic congestion) compared to the distribution of 
urban functions. 
 The method of combining the analysis of urban 
functions’ planning and the connectivity of transport 
networks enabled us to visualize the spatial interaction 
and coverage of different urban functions, examine 
traffic flows within urban infrastructures, and identify 
potential areas for further improvements that might be 
introduced to increase mobility. Analysis of zones around 
Béjaïa’s main nodes identified areas experiencing a lack 
of access to essential facilities such as health services, 
schools, and shopping areas. As stated by Bakour (2023), 
the development and balanced functioning of territories 
in general and cities in particular are profoundly influenced 
by the traffic system, specifically the road network. An 
efficient and well-maintained road network contributes 
to reducing congestion, saving time and energy, and 
enhancing the quality of life.

Questionnaire survey: the perceptions of Béjaïa’s citizens 
on the environment and life quality (quantitative study)

Data collection process 

 For the collection of quantitative data on the 
transportation modes and flows of displacements 
generated by the activities in Béjaïa, it was necessary to 
approach the inhabitants through a questionnaire. The 
results of this tool provided an evaluation of the citizens’ 
perceptions regarding urban mobility, the environment, 
and life quality satisfaction.
 The questionnaire structure consists of three parts. 
The first concerns the socio-demographic characteristics 
of the respondents. This part collected information on 
their gender, age, level of education, and employment 
status. The second part is reserved for trip patterns, where 
the displacement frequency is recorded, the origins and 
destinations for trips made during a typical day, and the 
mode of transport used (walking, public transport, and 
private car). The third part assesses the respondents’ 
satisfaction regarding quality of life in terms of the 
location of urban functions, transportation services, and 
environmental conditions in the city of Béjaïa.
 The constitution of the representative sample of 300 
citizens was determined after analyzing its socio-economic 
characteristics, specifically the number of inhabitants and 
the active population of Béjaïa. These are documented in 
the statistical directories previously mentioned for 2018 
(the estimation of population by gender, calculation of 
density, and the activity report) and 2020 (the annual 
indicators for the Béjaïa Province). The composition of the 
samples took into account the following criteria: gender 
(male and female), age (the age groups 05–19, 19–55, and 
over 55 were identified as the most frequent categories 
of the study users, according to the various statistical 
directories), and socio-professional category (student, 
worker, retired, and jobless). 
 The surveys were conducted during field observations 
(October 2021) in the different neighborhoods of the city’s 
three key urban areas selected. The respondents were 
surveyed on weekdays (excluding Friday) from 09:00 a.m. 
to 04:00 p.m. to ensure adequate participation given the 
difficult circumstances of the COVID-19 pandemic (social 
distancing measures).

Data analysis

 The analysis of the questionnaire results was conducted 
using statistical software that generated cross-tabulations 
and cross-graphs. The visual representations served to 
facilitate the interpretation. The quantitative analyses 
enabled us to effectively evaluate the consequences of 
the traffic generated by Béjaïa’s urban functions on the 
environment and life quality. This analytical approach 
defined the citizens’ perceptions of the life quality in terms 
of the distribution of the different urban functions, mobility 
(modes of transport used and flows of travel generated), 
and environmental quality in the city of Béjaïa. 
 To further enrich our interpretations, various statistical 
analyses were integrated. Statistical tests were applied to 
determine relationships between variables such as socio-
demographic characteristics and modes of transport used, 
as well as perceptions of the environment and life quality. 
Additionally, the assessment of the influence of different 
factors on citizens’ satisfaction with urban functions’ 
planning and transportation services was established. 
Statistical modeling of these relationships permitted 
obtaining insights into the key variables that most affect 
quality of life perceptions.

Limitations

 The limitations of field observations include their 
subjective nature. To avoid excessive interpretations of the 
results, we linked our observations with available data from 
statistical directories by creating an updated map of the 
city of Béjaïa and the results of our questionnaire survey to 
ensure the validation of our findings and to support them 
by referring to other studies.
 Concerning the questionnaire survey, the limitations 
comprised the impact of social distancing measures caused 
by the COVID-19 pandemic on population participation. 
To address these issues, the survey was conducted on a 
diverse sample and utilized clear, unbiased questions to 
obtain accurate perceptions.

RESULTS 

Analysis of the distribution of trip-generating activities 
and the adequacy of their planning with the urban 
transport network in Béjaïa City

 The study of the distribution of trip-generating 
activities in Béjaïa reveals significant urban planning and 
mobility challenges. The concentration of activities in this 
city lacks justification. This geographically strategic site 
contains multiple assets of physics-spatial authorizations, 
while the plain of Béjaïa is a large-scale area perfectly valid 
to accommodate activities with high added value. In spite 
of this city’s potential, historical urban planning decisions 
have led to persistent transportation problems.
 A critical review of past urban planning strategies, in 
particular the Master Urban Plan of Béjaïa established in 
the 1970s, indicates that the actors of the city committed 
errors concerning the vision of urbanization during the 
study of this plan. This urban planning instrument, which 
was mainly used for the distribution of state programs on 
the territory of the city (Sidi Boumedine 2013), failed to take 
into account the urban environment, its physical and spatial 
characteristics, as well as the expectations of the residents. 
This was a situation that was repeated in other Provinces 
in Algeria. Indeed, the decision to install an industrial zone 
in the center of Béjaïa in 1977 (Traki and Boukrif 2019) has 
contributed to current mobility issues. Historical evidence 
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indicates that this zone was developed in the extension of 
several scattered businesses; for example, agribusinesses 
at the plains of the Soummam Valley region on the port 
area of Béjaïa and railway stations (Lamrani et al. 2018), 
dating from the time of French colonization, particularly 
between 1900 and 1962, including 118 industrial units 
in the commune of Béjaïa (Taleb-Ait Sidhoum 2011). This 
industrial zone’s location results in a congested urban 
fabric characterized by inadequate transport planning.
 Fig. 2 illustrates the map of the distribution of trip-
generating activities in the commune of Béjaïa. Our field 
observations confirm that this commune has a large number 
of facilities offering a variety of activities, such as higher 
education institutions (University pole), industrial units in the 
center of the city, cultural centers, and administrative offices, 
which are mainly located on the Rue de la Liberté, one of the 
city’s main axes, as well as health, educational, sporting, and 
residential activity occupying the periphery. These activities 
are unequally distributed. In spite of the functional mix 
found in the historic center, commonly known as the old city 
(health, educational, administrative, cultural, leisure, sports, 
residential, commercial, etc.), the city center is divided into 
functionally differentiated zones (the dominance of zoning) 
that have characterized the planning of Béjaïa’s urban 
perimeter and segregated different urban functions.
 In addition to this activities’ distribution, the evolution of 
employment in Béjaïa is an important factor in generating 
displacements. According to the data from the Employment 
Directorate of the Béjaïa Province7, the working population 

has increased from 372,920 in 2018 to 392,574 in 2020, 
compared with a total of 990,050 inhabitants at the end of 
the same year (Directorate of Programming and Budgetary 
Monitoring 2020). The 2018 statistics in Table 1 demonstrate 
that the building, public works, and industry sectors 
accounted for the highest rate of 67.39% of job offers.
 The diagram drawn on the map (Fig. 3) highlights 
the urban transport network of Béjaïa relative to the 
employment centers. Our field observations indicate the 
continued concentration of displacements in the urban 
center. This is explained by the distribution of the most urban 
functions along the city’s structuring axes, namely Rue de la 
Liberté, Boulevard Krim BELKACEM, and Aurès Road, which 
occupy the center of the city. These remain as major axes 
for commuting between residential areas and employment 
sites.
 Our observations and analyses reveal realities on the 
nodes’ magnitude scale in terms of distance and area in 
relation to their distribution in the urban fabric of Béjaïa. We 
noticed the strategic location of the major nodes at the main 
entrances and intersections of the primary roads within the 
transport network. To illustrate, the node resulting from the 
intersection of Rue de la Liberté and the Aurès road, as well 
as the node resulting from the junction of the boulevard de 
l’A.L.N. (National Liberation Army) and the boulevard Krim 
BELKACEM, serve as primary nodes facilitating access to 
different urban functions. However, due to the high volumes 
of traffic observed during peak hours, these nodes experience 
considerable congestion and environmental risks.

Fig. 2. Distribution of trip-generating activities in Béjaïa

7Employment Directorate of the Province of Béjaïa (2018). Activity report Year 2018. (In French with English summary).

Table 1. Job offers by sectors in 2018 in Béjaïa7

Designation Job offers in 2018 (%)

Agriculture 1.30

Building and Public Works 34.96

Industry 32.43

Services 31.31

Total 100
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 The inadequacy of the Master Urban Plan, cited 
previously, to foresee an environment of central activities, 
particularly those of commerce and services, more 
appropriate to the functioning of the urban core has 
exacerbated these urban planning and transportation 
issues in Béjaïa. The design of this plan, based on a scenario 
of growth from the old center towards the west, has 
hindered the city from being endowed with a centrality of 
orientations east-west, to the extent of its load capacity at 
a sufficient scale, suitable for vertical and horizontal urban 
growth. This model of urbanization for this type of large 
area is valid for developing according to a bipolar system of 
multipolar peripheral character. This would enable Béjaïa to 
achieve the status of a city of multiple resources supporting 
activities of the tertiary sector, including those that are part 
of it, which come under finance, tourism, services provided 
on a large scale, higher education and scientific research, 
cultural institutions, travel agencies, shipping agencies, etc. 
What we have mentioned are branches of economic activity 
that could be divided into types of activities. The branches 
of tertiary activities are classified after the economic activity 
sectors, whose desired location is central. These mistakes 
have not allowed the local authorities to create a business 
center, which should radiate in all directions at regional, 
national, and international levels. Indeed, this multipolar 
system is the most suitable one for open cities occupying 
highly strategic sites, as is the case for the city of Béjaïa.
 The peripheral residential areas are equipped with a 
series of proximity activities (education, health, commerce, 
etc.) but also two important new urban housing zones 
(ZHUN), namely, ZHUN of Ihaddaden and ZHUN of Sidi 
Ahmed. This formula was inaugurated at the end of the 
1970s as an emergency solution under a new housing 
policy in Algeria (Dahmani and Moudjari 2013) to alleviate 
the pressing demand for housing by citizens. In addition, 
the concentration of housing around the city is due to 
the need for housing driven by strong population growth. 

From 1987 to 2013, the population of Béjaïa city increased 
by 56%, in addition to flows from peripheral communes 
at its main entrances through national roads 9, 12, and 
24 (Merzoug 2016). Moreover, the resident population 
of our study area was estimated at 188,250 at the end of 
2016 (Directorate of Programming and Budget Monitoring 
2016)8 and 190,766 at the end of 2018 (Directorate of 
Programming and Budget Monitoring 2018)9.
 The quality of life in Béjaïa is relatively deteriorated by an 
insufficient and incoherent urban transport network with 
overflowing traffic flows and, consequently, degradation 
of the environment. Users and residents of the city do 
not have enough pedestrian traffic spaces, particularly 
during peak hours, but also suffer from urban congestion 
constraints in the city and even on the outskirts. The 
consequences are undoubtedly the risk of road accidents 
and pollution. Moreover, what has attracted our attention 
is the vulnerability of the roads of the extensions (the 
surroundings of the city), which are winding and narrow 
in trees and converge towards the main axes of the city 
center, causing traffic and congestion problems at the 
nodes but also a significant flow that is difficult to evacuate.

Questionnaire survey analysis: Béjaïa citizens’ 
perceptions of the environment and life quality relative 
to the displacements’ modes and flows

Respondents’ socio-demographic characteristics

 The questionnaire survey provided valuable insights 
into the citizens’ perceptions concerning the environment 
and life quality in relation to displacement modes and 
flows. As previously stated, its first part concerns the 
socio-demographic characteristics of the respondents. 
The representative sample of the surveyed population 
consisted of 64% women and 36% men. Fig. 4 illustrates the 
socio-professional categories of respondents. The largest 

Fig. 3. Urban transport network of Béjaïa

8Directorate of Programming and Budgetary Monitoring (2016). Statistical directorate for the Province of Béjaïa 2016. Province of Béjaïa, 
(In French with English summary).
9Directorate of Programming and Budgetary Monitoring (2018). Estimation of population by gender and calculation of density at 
31/12/2018. Province of Béjaïa, (In French with English summary).
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portion (72.67%) of respondents were aged between 
19 and 55 years, of whom 46% were female and 26.67% 
were male. This age group is predominantly employed in 
different sectors of activity such as administration, health, 
and education, comprising 54% of the total respondents. 
The age group of 5–18 years, characterized mainly by 
an educated population, represents 22.67% of the total. 
Respondents over 55 were the least dominant, with 4.66% 
of the total. Retirement accounted for the majority of 
respondents in this category.

  The majority of the population surveyed resided on 
the outskirts of Béjaïa, accounting for 70.67%. This reflects 
the concentration of the residential neighborhoods in this 
area in comparison to the lower rate of 20.67% in the city’s 
urban center and 8.66% of the population surveyed in the 
historic center.

Modes of displacement used by the respondents in the 
city of Béjaïa

 Analysis of displacement modes indicates the 
dominance of motorized transport use during the 
displacements of the respondents. Fig. 5 demonstrates 
that respondents mainly use private cars, particularly for 
commuting to work (60.13% of private car users aged 
between 19 and over 55 years), then for other purposes 
such as shopping and services (21.52%), and finally 
for studies (18.35%). These results are justified by the 

concentration of trip-generating activities in the center of 
Béjaïa. This situation increases the population’s tendency 
towards incessant and excessive use of motorized means 
of transport, particularly private cars, to satisfy its growing 
mobility needs. Moreover, this aligns with the findings of 
the household survey among 600 households on urban 
sprawl and travel growth cited previously (Bounouni et al. 
2020), indicating an increase in car trips from 44% in 2018 
to 52.67% in 2021. This justifies the population’s avoidance 
of using public transport, given the health situation in the 
country and the whole world.
 The second motorized mode used by the respondents 
concerns public transport. Moreover, 46.56% of 
respondents (aged between 19 and over 55 years) chose 
this mode of transportation for work-related reasons, 
33.59% for studies, and 19.58% of the remaining cases for 
other purposes (Table 2).

 According to the results of the questionnaire, walking 
is primarily practiced by the educated population (aged 
between 05 and over 19 years). For educational reasons, 
45.45% of respondents use this mode, and 36.36% of them 
use it in the context of work (aged between 19 and 55 
years). Finally, 18.18% of the population surveyed practices 
walking for shopping. This strongly implies a reliance 
on motorized transport due to insufficient pedestrian 
infrastructure.

Fig. 4. Socio-professional categories of respondents

Fig. 5. Modes of displacement used by respondents

Table 2. Correlation between purposes and modes of displacement used by respondents

Modes of displacement Purpose Percentage (%)

Private Car

Work 60.13

Studies 18.35

Shopping 18.99

Other purposes (services, leisure, etc.) 2.53

Public Transport

Work 46.56

Studies 33.59

Shopping 12.98

Other purposes (services, leisure, etc.) 6.87

Walking

Work 36.36

Studies 45.45

Shopping 18.18
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Displacement flows generated by activities

 Based on the field survey results, namely the analysis 
of the distribution of various activities related to the 
urban functions in Béjaïa and the questionnaire, we 
have developed a map (Fig. 6) illustrating origins and 
destinations of displacement flows among city users. 
 Fig. 7 depicts that the proportion of trips that converge 
to the city’s urban center represents 78.67% (across all 
age groups), due to its attractiveness reflected in the 
concentration of industry (the industrial zone and port are 
a significant source of employment), administration, and 
the various public infrastructures. Furthermore, according 
to Merzoug (2016), this attractive urban center in Béjaïa 
welcomes tens of thousands of people from neighboring 
communes as well as the resident population. However, 
the peripheral neighborhoods of the city accounted for 
19% of total flows, mainly due to limited access to essential 
services such as health facilities (the University Hospital 
Centre of Béjaïa) or the Targa Ouzemmour university pole, 
which concerns a certain socio-professional category, 
namely teachers and students (aged between 18 and 55 
years). Moreover, these peripheral neighborhoods are 
predominantly residential, as they contain the two ZHUNs 
(New Urban Housing Zones), mentioned previously, which 

receive only activities of proximity and basic necessity. 
Conversely, the flows towards the historic center of Béjaïa 
are reduced, thus representing 2.33%, according to the 
questionnaire survey. This decrease can be explained 
by the limited presence of cultural, recreational, and 
employment-generating infrastructures, in spite of the 
functional mix highlighted in our analysis.
 The displacement flows towards the historic center, 
the urban center, and the peripheral areas of Béjaïa city, 
generated by the several urban functions related to 
diverse facilities, are reduced compared to the previous 
studies conducted in the same city. As is the case with the 
findings of Bounouni et al. (2020), the study mentioned 
above indicated that the flows towards the outskirts of 
the city represent 79.20%, the urban center 20.80%, and 
the historic center 3.16%. This finding can be justified by 
the challenging circumstances of the COVID-19 pandemic, 
including social distancing measures.

Users’ satisfaction with environment and life quality

 Our survey revealed that 79.33% of the users questioned 
expressed dissatisfaction with the location of Béjaïa’s 
various urban functions and mobility (Fig. 8). Additionally, 
qualitative results indicated that perceived accessibility 

Fig. 7. Rates of displacement flows generated by activities in Béjaïa

Fig. 6. Displacement flows generated by activities in Béjaïa
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significantly predicts satisfaction levels. This is mainly 
influenced by the numerous constraints cited previously 
and highlighted by the respondents: exacerbated zoning, 
lack of activities in the peripheral, limited accessibility to 
essential services, inadequate urban transport network, 
considerable distances traveled, and high transportation 
expenses. Consequently, 80.67% of the respondents 
expressed their deep dissatisfaction with the environment 
and life quality because of the presence of several forms 
of pollution, repetitive congestion, excessive use of 
motorized transport modes, and insufficient infrastructure 
for pedestrians.
 These surveys’ findings highlight that the Béjaïa 
citizens face significant challenges in terms of urban and 
transportation planning; thus, improving accessibility 
could improve residents’ quality of life.

DISCUSSION

 In this study, the analysis and assessment of urban 
functions’ planning and their adequacy with the urban 
transport network in the city of Béjaïa provide a novel 
contribution to the field of urban planning. The integration 
of users’ perceptions regarding the environment and 
life quality reveals several critical insights that address 
existing gaps in the literature reviewed. Compared to the 
previous studies, our research work develops an innovative 
approach that emphasizes the interconnection between 
urban planning and transportation. This result is achieved 
by evaluating the impacts of the distribution of the trip-
generating activities that emanate from the diverse urban 
functions on the transport systems. This approach provides 
practical implications and an understanding of urban 
dynamics in our study area. Indeed, it enables planners’ 
decisions to be aligned with the real experiences and needs 
of the city’s users. The results of our study serve as a basis 
for the initiation of appropriate measures that optimize 
both functional efficiency and residents’ satisfaction in 
terms of environment and life quality.
 The findings demonstrate a significant correlation 
between the distribution of activities within Béjaïa’s urban 
fabric, the traffic generated, and its subsequent effects 
on the environment and the citizens’ quality of life. The 
analyses and surveys identified substantial challenges 

that contribute to urban planning and mobility issues on 
a broader scale. The significant differences in social and 
spatial conditions we found in our study area match well 
with earlier research, which showed that disadvantaged 
neighborhoods often have fewer urban activities nearby 
(Najib 2017; Nieuwenhuis et al. 2020; Shamskooshki 2021; 
Uzcátegui-Sánchez et al. 2023). The historical context 
of the Master Urban Plan reveals major deficiencies and 
failures in responding to the needs of the residents and 
the city’s spatial characteristics. The current land-use 
rules, the exacerbation of the zoning observed, and the 
flows analyzed result in a disconnection between the 
city’s urban facilities and urban mobility needs. This can 
lead to solutions to the issue concerning the revision of 
urban systems and their needs for mobility mentioned by 
Baklanov et al. (2021). The dominant residential function in 
peripheral areas disconnects the places of origin (home) 
from the destination (work). This disconnection generates 
longer distances traveled and encourages private car 
dependence. Consequently, this disconnection leads to 
an increase in traffic congestion and repetitive slowdowns, 
posing significant obstacles to mobility throughout the city. 
These planning inadequacies give rise to a considerable 
distance-time ratio in Béjaïa and contribute to urban 
sprawl, a phenomenon affecting many cities globally. These 
findings support the study of Bakour and Baouni (2015), 
who reported that this phenomenon is undoubtedly 
more pronounced in developing countries, given the 
lack of social, legislative, technical, financial, and political 
measures. The same patterns that Béjaïa is currently facing 
in relation to the challenges of accelerated urbanization 
have also been observed in other Mediterranean cities. 
To illustrate, the study of Tebbane Bouktit et al. (2024) 
indicated that Oued-Ghir and Tala-Hamza are encountering 
difficulties in optimizing their mobility needs to align with 
their spatial expansion. Indeed, developed countries have 
a duty to implement measures to prevent it. Béjaïa reliance 
on private cars underscores the urgent need to improve 
public transport systems and pedestrian infrastructure.
 The analysis of traffic flows and simulation of the impacts 
on the perimeter of the city illustrate a correlation between 
the level of attractiveness of an area and the number of trips 
generated, reinforcing findings from the broader literature 
on urban sprawl, which also confirm that this situation 

Fig. 8. Users’ satisfaction with localization of urban functions, environment, and life quality in Béjaïa
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leads to high traffic volumes (Bounouni et al. 2020). Thus, 
the observed concentration of employment opportunities 
and essential services’ facilities generates significant flows 
of people in the city’s urban center from the peripheral 
residential areas, the old city, and the communes bordering 
Béjaïa. This observation is corroborated by the study, which 
has stated that in addition to the local residents, Béjaïa’s 
urban center attracts a large number of people from the 
surrounding communes (Merzoug, 2016). This conclusion 
highlights the need for decision-makers to implement 
effective transportation and urban planning to alleviate 
traffic congestion and accordingly ensure accessibility for 
citizens.
 Our research findings also unexpectedly revealed that 
industrial zones can, to a large extent, stifle mobility and 
compromise the quality of life of the city’s users. Although 
industrial activities are part of the non-agricultural 
economic sector, their locations often contradict the 
fundamental principles of urban planning, especially 
when situated in city centers. Moreover, the location of 
the industrial zone occupying most of the city of Béjaïa 
poses a significant threat to air quality and residents’ health 
(fires, toxic fumes, explosions, etc.). These insights correlate 
with the consumption of land by transport that has a 
major impact on quality of life: air pollution, with harmful 
long-term health consequences (Du et al. 2021), causes 
a considerable number of cases of illness among people 
living near road traffic (ADEME 2022)10. This contradiction 
demonstrates a gap in the existing literature concerning 
the balance between economic development and urban 
life quality. Consequently, these core areas should be 
subjected to a re-evaluation of the industrial activity 
location, in addition to sufficient debate in terms of risks 
and correlational anomalies, to reduce industry negative 
effects on urban livability in Béjaïa and other similar regions.
 The findings related to the assessment of the 
consequences of the displacements generated by urban 
functions on the environment and life quality emphasize the 
necessity for the promotion of sustainable transportation 
solutions. Our results align with global concerns about 
the issues related to greenhouse gas (GHG) emissions and 
land consumption (Padeiro 2010). The French Ministry of 
Ecological Transition (2023)11 reported in their study on the 
climate in France, Europe, and the world that transport is 
the second largest emitter of carbon dioxide (CO2) in the 
world, accounting for 21% of emissions, underlining the 
need to address this issue in the context of urban planning. 
According to the Ecological Transition Agency (ADEME 
2022)10, road infrastructure in urban spaces is the main 
source of noise emissions and a multitude of air pollutants, 
such as fine particles and nitrogen oxide emissions. Urban 
functions that generate significant flows in the center of 
Béjaïa may also contribute to the problem. Additionally, 
the respondents expressed their profound dissatisfaction 
with transportation conditions and life quality, namely 
traffic congestion and environmental degradation. The 
survey results showed that we need to tackle these issues 
and the health problems caused by pollution by using 
global strategies focused on sustainable development, like 
promoting public transport (Legendre 2003).
 The implications of these results provide valuable 
perspectives for urban planners and decision-makers 
in Béjaïa and similar regions, extending beyond just 
academic contributions. In this context, our findings 

emphasize the need for a more equitable urban planning 
strategy that harmoniously combines residential and 
commercial activities, thus reducing the pressure on the 
urban center, alleviating travel distances, and promoting 
sustainable mobility solutions in our study area. This 
proposed perspective is consistent with the efficient 
urban planning interventions executed in various cities 
to enhance transportation networks and, consequently, 
accessibility between segregated zones and diverse 
activities and services (Najib 2017; Nieuwenhuis et al. 
2020; Shamskooshki 2021; Uzcátegui-Sánchez et al. 2023). 
Introducing similar principles in Béjaïa could improve the 
environment and life quality, as it fosters connectivity 
between segregated zones.
 In order to improve citizens’ quality of life, the findings 
underscore the need for comprehensive strategies that 
integrate land use planning with sustainable transportation 
infrastructure development. By addressing historical 
failures in planning strategies and prioritizing inclusive 
mobility solutions, the city of Béjaïa has the potential to 
become a more resilient and accessible city.

Limitations

 Our study provides valuable insights into urban and 
transportation dynamics in Béjaïa, but it is essential to 
acknowledge its limitations. First, the absence of updated 
sources related to the location and the definition of 
urban functions in the city of Béjaïa, such as inventories 
or statistical directories, in addition to the lack of data 
regarding the real composition and number of people 
in the city, does not allow us to capture all demographic 
nuances within the study area. The statistical directories 
provided only an estimation of the population. Also, the 
2020 and 2021 statistics for Béjaïa were unavailable (there 
were only annual indicators of the Province, which covers 
the city of Béjaïa and other municipalities for the year 2020). 
Furthermore, our study mainly concerns examining the 
current conditions without detailed analysis to evaluate 
changes over time or the impact of specific interventions, 
for example, to define specific effects of industrial activities 
on transportation systems and life quality. However, the 
establishment of an updated map of urban functions and 
transport networks and the constitution of a representative 
sample allowed us to obtain accurate and comprehensive 
findings according to our research objectives.

CONCLUSIONS

 The study provides a detailed analysis of the various 
urban functions’ location, the urban transport network, as 
well as the environment and quality of life in the city of 
Béjaïa. Critical insights into the interactions between urban 
planning and transportation dynamics have been identified 
through a mixed-methods approach that combines 
qualitative observations and quantitative surveys.
 The findings reveal that the distribution of trip-
generating activities within Béjaïa’s urban fabric is strongly 
correlated with the resulting traffic flows. The monocentric 
urbanization model is no longer relevant for medium-sized 
cities, as is the case for our study area. The research also 
indicates that the city of Béjaïa continues to experience 
multiple pressures related to the inability of its urban 
fabric to adapt to its functional dynamics. This imbalance 

10ADEME (2022). Expertise: Impacts of transport on the environment. [online] (In French with English summary). Available at: https://
www.ademe.fr/expertises/mobilite-transports/elements-contexte/impacts-transports-lenvironnement [Accessed 21 Mar. 2022].
11French Ministry of Ecological Transition (2023). Key climate statistics for France, Europe, and the world. Paris: Statistical data and 
studies departments, p. 92 (In French with English summary).
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is clearly reflected in the zoning observed, caused by the 
historical planning failures. Additionally, the city’s urban 
center serves as a focal point for various activities, attracting 
considerable displacement from peripheral residential 
areas and communes. This concentration underscores the 
attractiveness of the urban center, leading to negative 
impacts on the environment and quality of life for residents, 
such as increased distance from the center, frequent traffic 
congestion, and environmental degradation. Furthermore, 
the study demonstrates that socio-spatial disparities are 
emerging between the urban center and the peripheral 
neighborhoods, in which limited access to essential services 
is exacerbating the dependence on motorized transport. 
This contributes to longer travel distances, increased 
congestion, and a diminished quality of life for residents. 
Moreover, our research indicates that the industrial zone 
located in or near residential areas imposes significant 
risks for air quality and public health, in contradiction with 
the fundamental principles of urban planning. This can 
also be justified by the profound dissatisfaction of Béjaïa’s 
citizens regarding life quality in terms of mobility and the 
environment.
 These findings provide substantial alignment with the 
study’s stated objectives. By analyzing and evaluating the 
impact of the location and planning of the various urban 
functions in Béjaïa on the urban transport network, as 
well as the consequences of the displacements generated 
on the environment and life quality, critical areas for 
intervention in the framework of this city’s urban planning 
have been identified. The research offers valuable and 
practical insights for researchers and decision-makers to 
enhance future urban planning strategies with a view to 
land valorization in Béjaïa and other Algerian and similar 
cities around the world.
 Based on the findings of our study, we propose 
several practical and critical recommendations related to 
land valorization’s operating modes to address the issues 
uncovered. The impact of the location of urban functions 
on mobility is increasingly important, alongside improving 
urban planning vision, transportation systems, and life 
quality in Béjaïa and other similar regions around the world:
 - Adopting integrated urban planning by changing 
the conditions of land use. The approach is based on the 
principle of revising zoning regulations to promote a mix of 
functions. Thus, it reduces car travel, enhances accessibility, 
and increases density to offer more proximity.
 - Promoting sustainable transportation solutions 
by encouraging soft modes of transport with a small 
footprint, such as implementing pedestrian and cycling 
infrastructure, in order to alleviate traffic congestion and 
reduce greenhouse gas emissions.

 - Revaluating strategically the industrial zones by 
assessing their location to minimize their negative impacts 
on public health and urban livability while ensuring 
economic development by integrating higher tertiary 
activities.
 - Encouraging community engagement by fostering 
active participation from citizens in the urban planning 
process to ensure that decisions related to various 
developments closely meet their needs.
 A comprehensive and global revision of Béjaïa’s mobility 
plan through appropriate planning of the numerous 
activities could have significant practical implications for 
improving and optimizing transport strategies, promoting 
sustainability, and reducing constraints related to mobility. 
The key expectations of this vision are equally strategic, 
namely, the effective spatial integration of urban activities 
through urban fabrics, the establishment of social equity 
by promoting mixed-use developments, the prioritization 
of energy efficiency through the rational use of natural 
resources, and the promotion of a healthy environment that 
protects the well-being of the city’s residents. Therefore, 
transportation is one of the priority sectors for land 
valorization, being responsible for the safety and health of 
the city’s residents and users. Implementing the proposed 
practical recommendations in Béjaïa or other similar cities 
around the world may lead to enhanced urban planning 
focusing on accessibility and improved transportation 
systems prioritizing sustainability. These changes should 
thus promote a healthier environment and have a positive 
effect on Béjaïa and other cities’ users’ life quality, aiming to 
increase land value.
 Based on our study’s results and recommendations, 
further research should define the specific effects of 
industrial activities on transportation dynamics, as well 
as environmental and life quality. Moreover, it would be 
advantageous to explore the effectiveness of sustainable 
transportation strategies in alleviating emissions and, thus, 
improving urban air quality. Conducting comparative 
studies and analyses with other cities that experiencing 
accelerated urbanization and facing similar challenges 
could identify more practical solutions for improving 
transportation and urban planning issues. Future 
investigations addressing these areas could notably 
contribute to developing more accessible and resilient 
cities that emphasize the importance of the environment 
and quality of life, and thus the land valorization. By 
prioritizing these impactful research works, significant 
progress towards sustainable urban futures that will benefit 
all relevant stakeholders (decision-makers, urban planners, 
citizens, etc.) can be achieved.
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ABSTRACT. Bandung City has the highest land conversion rate in Indonesia and was named a city with a moderate 
environmental quality index status in 2022. This status has been exacerbated by the diminishing green spaces in the city 
due to rapid urbanization. Conducting ecological assessments has become increasingly important, one approach being the 
utilization of remote sensing data. Remote sensing data, specifically Landsat 8 OLI/TIRS, processed to derive the RSEI (Remote 
Sensing Ecological Index) based on the PCA value of PC1, requires further development. Several limitations of the RSEI in 
assessing ecological quality, such as the subjectivity of remote sensing data, the use of equal interval methods for index 
classification, and the inability to validate the results, are the focus of development in this study. Based on these weaknesses, 
the RSEIT offers advancements in integrating actual data to support RSEI, determining index thresholds, and enabling model 
validation. The findings of this study demonstrate that: (1) ecological issues such as floods, waste accumulation, and landslides 
are the most prevalent problems in the study area; (2) compared to RSEI, which relies solely on remote sensing data, RSEIT is 
a model that can be validated with actual data. During the dry and rainy seasons, it achieves threshold values of 0.474 and 
0.566, respectively, demonstrating a model performance accuracy exceeding 70%. The average validation results show an 
overall accuracy of 83.34%, a sensitivity of 78.55%, and a specificity of 87.50% across both seasons; and (3) urban centers, 
characterized by extensive surface hardening, minimal vegetation, and numerous ecological issues, predominantly fall under 
the poor RSEIT category, especially during the dry season. In contrast, suburban areas with higher proportions of green space 
and fewer ecological problems are largely classified under the good RSEIT category, particularly during the rainy season. 
This study can be further enhanced by refining the threshold aspects and strengthening actual data collection through the 
involvement of various stakeholders with expertise in ecology.
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INTRODUCTION

 Urbanization, which has resulted in the degradation 
of green spaces and a decline in ecological quality, has 
created a sense of urgency for urban ecological monitoring. 
In general, the concept of urban ecology refers to the 
dynamics and reciprocal activities that occur between 
biotic and abiotic in urban ecosystems. Urbanization is one 
of the contexts that greatly affects urban dynamics, and 
Bandung City is no exception. An increase in population 
that is not matched by the availability of facilities will have 
its own consequences for the ecological environment 
and will ultimately be destructive (Ary et al. 2018). When 
compared to other cities in Indonesia, research by 
Widiawaty et al. (2019) indicates that Bandung City has 

the highest rate of land-use conversion in the country. 
Meanwhile, the ecological footprint of the regional area in 
Bandung City is 0.04 or <1, which signifies that the natural 
carrying capacity of Bandung City has been exceeded or is 
in deficit relative to the needs of its population (Muchtar 
et al. 2024). This condition has led to challenges such as air 
quality issues, waste management, water quality concerns, 
and the insufficient extent of green open spaces that do 
not meet national standards. 
 In terms of ecological spatial aspects specifically in 
green open space study, Budiman et al. (2014) research 
on changes in green open space in Bandung City in 1991, 
2000, and 2013 showed a change in pattern, where in 1991 
green open space tended to cluster in the periphery, while 
in 2000 and 2013 it became randomly spread due to the 
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development of built-up land that increasingly intervened 
in the periphery of Bandung City. Meanwhile, research by 
Kustiwan and Ladimananda (2012) reported a decrease 
from 14.41% in 2004 to 10.56% in 2020. These changes 
were attributed to the increasing demand for residential 
land, public facilities, and industrial centers. Rapid 
population growth, coupled with industrial expansion, 
rising population density, and increased motor vehicle use, 
significantly impacts environmental quality (Lestiani et al. 
2013). The spatial aspect plays a crucial role in ecological 
assessment, which can be conducted, among other 
methods, through remote sensing.
 In ecological assessment, Indonesia generally employs 
environmental quality evaluation methods that are locally 
regulated under the Environmental Quality Index (IKLH - 
Indeks Kualitas Lingkungan Hidup). The IKLH integrates 
assessments of air, water, soil, and seawater quality 
indices (Ministry of Environment and Forestry of the 
Republic of Indonesia 2022). The methodology includes 
field monitoring and laboratory analysis of observation 
samples. According to the 2022 IKLH report, Bandung 
City achieved an environmental quality index score of 
55.70, categorized as moderate. However, as noted by 
Suprayogi et al. (2013), the implementation of the IKLH has 
yet to incorporate spatial analysis for each variable used. 
Meanwhile, according to the 2022 Regional Environmental 
Management Performance Information Document 
(IKPLHD- Dokumen Informasi Kinerja Pengelolaan 
Lingkungan Hidup Daerah) of Bandung City, which is 
regulated by the local government, there are five priority 
environmental issues that are the primary focus of the 
regional administration. These include land conversion 
and usage, degradation of water and air quality, disaster 
risk management, and improving efficiency in waste 
management (Environmental Office Bandung City 2022)
 Remote sensing is one field that can offer solutions to 
assess environmental quality. Satellite imagery, which has 
the ability to record the earth’s surface in wide coverage 
at various scales can be an option for labor and cost 
efficiency. Remote sensing products in the form of satellite 
images themselves have the ability to extract ecological 
variables such as vegetation, water, air, and soil (Caio 
et al. 2015; Kwok 2018; Reza and Abdullah 2011). In the 
assessment of ecological quality, Xu (2013) introduced the 
Remote Sensing Ecological Index (RSEI), which integrates 
four environmental indicators greenness index, moisture 
index, dryness index, and land surface temperature using 
satellite image data to monitor ecological conditions. These 
indicators are analyzed through principal component 
analysis (PCA) on the first principal component (PC1) and 
classified into five classes using the equal interval method. 
However, Wang et al. (2023) argued that the RSEI remains 
probabilistic and cannot be universally implemented due 
to the varying characteristics of Earth’s surface regions. 
 Several studies in Indonesia have applied RSEI-based 
approaches to assess ecological quality, such as those 
conducted by Dai et al. (2023) along the Jakarta-Bandung 
High-Speed Railway corridor, Indrawati et al. (2020) in 
Semarang City, and Giofandi et al. (2024) in Pekanbaru City. 
These studies highlight the limitations noted by Wang et 
al. (2023), including the absence of field validation and 
continued reliance on probabilistic methods. This condition 
underscores the need to integrate actual input data that 
reflects field conditions into RSEI outputs, enabling the 
establishment of threshold values and direct field validation 
of the results. 
 The determination of thresholds using field data can 
enhance the objectivity of outcomes, as actual data collected 

from the field can aid in identifying real-world conditions 
that satellite imagery may fail to detect. Furthermore, 
determining thresholds based on actual data also improves 
the effectiveness of results, particularly those derived from 
validation processes (Palapa and Maramis 2014). In line 
with this statement, research by (Henrys and Jarvis 2019) 
highlights that remote sensing data, when supported 
by primary field data, can provide better objectivity. One 
analysis method used in determining threshold values 
is the receiver operating characteristic (ROC), where the 
ROC curve evaluates binary data within “good” and “poor” 
categories, formulated based on sensitivity and specificity 
values, which can be used to determine the cut-off 
threshold (Obuchowski et al. 2005). 
 Bandung City is currently experiencing a decline in its 
ecological dynamics, as indicated by the IKPLHD document, 
which highlights the need for the city to address five priority 
ecological issues. Meanwhile, the environmental quality 
index in Bandung City in 2022 reached 55.70, categorized 
as moderate. The reduction in green zones within the 
city exacerbates this situation. This condition presents 
an opportunity in this study to enhance the capability of 
the RSEI in modeling ecological conditions by integrating 
existing ecological data with remote sensing data (RSEI) to 
develop a threshold-based ecological modeling framework 
(RSEIT). RSEIT has been developed by integrating actual data 
with remote sensing data (RSEI), determining ecological 
index thresholds, and validating the accuracy of RSEIT. In 
2023, Bandung City implemented this model during both 
the dry and rainy seasons.

MATERIALS AND METHODS

Study Area

 This research was conducted in Bandung City, West 
Java Province. Bandung City is astronomically at 6°50’10“S 
- 6°54’50”S and 107°35’52”E - 107°41’54”E, with an area of 
167.31 km2. Bandung City borders West Bandung Regency 
and Bandung Regency on the north side, Cimahi City on 
the west side, and Bandung Regency on the east and south 
sides. Bandung City has a geographical position with unique 
characteristics because it is located in a basin surrounded by 
hills and mountains. This results in the average temperature 
of Bandung City being 23.6 °C, which is classified as low for 
the average temperature in Indonesia (Lestiani et al. 2013).
  Bandung City climatologically has two seasons a year 
and has a tropical climate. The division of the seasons 
is divided into two ranges: April to September, which is 
the dry season, and October to March, which is the rainy 
season. Bandung City has unique physical characteristics 
because it is surrounded by mountains and is located in 
a basin area. Morphologically, Bandung City is dominated 
by flat to sloping morphology and sloping to steep on the 
north side with elevations ranging from 645 to 1820 meters 
above sea level. This makes areas that are at low elevations 
with flat to gentle slopes find many built-up land objects, 
such as settlements, public facilities, and industrial areas, 
as well as green land, especially rice fields, while in areas 
that tend to be high with steep slopes, more green land is 
found, such as forests and plantations. Figure 1 illustrates 
the research location, featuring object samples and a false-
color composite of Landsat 8 imagery in Bandung City. The 
composite constructed using near-infrared, red, and green 
bands, highlights vegetation, built-up areas, and inundated 
objects (wet rice fields). Each square depicted on the map 
represents observed objects in the field, where ecological 
conditions are significantly influenced by these surface 
features.
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Indicators Formula No.

Greenness (NDVI) (1)

Moisture 
(Wetness Index)

(2)

Dryness (NDBSI) (3)

Surface Temperature (LST) (4)

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

Data Source

 The data used in this study include remote sensing 
data in the form of Landsat 8 OLI/TIRS images to build RSEI 
data, 30 field interview data, and 20 data belonging to the 
Indonesian National Disaster Management Agency (https://
bnpb.go.id/) on ecological issues and disaster event data 
around the research area, hereinafter referred to as actual data. 
The Landsat 8 OLI/TIRS image recorded in 2023 used in this 
study was sourced from the United States Geological Survey 
(https://www.usgs.gov/). To obtain more comprehensive 
results, the data was divided into two recording times, namely 
during the dry season and during the rainy season. The dry 
season recording was acquired on September 6, 2023, and 
the wet season was acquired on May 24, 2023, both in path/
row 122/065. When choosing the recording time, apart from 
considering the season, researchers also considered the 

percentage of cloud cover, where the cloud cover contained 
in both recording times was below 20%.

Remote Sensing Ecological Index (RSEI)

 RSEI was first introduced in 2013 and first applied to the 
study of ecological change in Tzhangingchow, Fujian Province 
(Xu 2013). Xu (2013) introduced a remote sensing ecological 
index (RSEI) that integrates four environmental indicators 
through satellite image data in the form of greenness index, 
moisture index, dryness index, and surface temperature to 
monitor ecological quality (Eq. 1-4). The purpose of RSEI is to 
test the ability of remote sensing imagery to monitor ecological 
quality quickly and objectively, which can be visualized. 
The capabilities of the RSEI-based index itself can be further 
developed, especially in urban ecological areas (Firozjaei et al. 
2021; Wang et al. 2020).

Fig. 1. Study area at Bandung City, West Jawa, Indonesia

Source: (Niu and Li 2020; Seddon et al. 2016; Xu and Zhang 2013; Yue et al. 2019a)

Table 1. RSEI indicator formula
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 NDVI is a method that can be used to view vegetation 
cover at various scales by utilizing near and red infrared 
channels (Seddon et al. 2016; Xu and Zhang 2013). Many 
studies have found that NDVI is sensitive to low vegetation 
cover, including urban areas with high building density (Li 
et al. 2017; H. Wang et al. 2015). NDVI in the RSEI study itself 
can be used to represent greenness indicators using the 
near infrared and red bands.
 The wetness indicator in RSEI can be represented by 
the wetness index (WET), where WET is obtained through 
tassel cap transformation (TCT) to indicate the level of 
moisture in vegetation and soil objects (Niu and Li 2020). 
NDBSI in the appearance of field objects symbolizes the 
influence of urbanization flows and human activity factors 
that create drought, represented by the level of land 
development and soil openness. These factors will cause 
a drought due to the conversion of green land, which 
causes the deterioration of environmental quality (Yue 
et al. 2019b). NDBSI is composed of two indices, namely 
soil index (SI) and Index-based Built-up Index (IBI). LST in 
Landsat 8 OLI/TIRS imagery is obtained through the thermal 
channel in band 10, which can be used to represent surface 
temperature indicators. To obtain LST data, the first step is 
to convert the digital number (DN) into radians at the top 
of the atmosphere (ToA).
 The four RSEI indicators need to go through a 
normalization process to avoid non-uniform value ranges; 
for example, the NDVI value, which is in the range of -1 - 1 
is different from the LST value, which has units of °C, so a 
normalization process is needed to change the value range 
on each indicator to 0 - 1 with the following equation (Eq. 
5-6):

 where NI is the normalized value, I is the calculated 
indicator value, Imin is the minimum value of the indicator 
and Imax is the maximum value of the indicator (Xu, 2013). 
In the normalization formula number 5 is used for NDVI and 
WET indicators, while formula number 6 is used for NDBSI 
and LST indicators to avoid negative correlation, especially 
for NDVI indicators.
 After the four indicators are normalized, the data is 
ready to be analyzed through PCA. PCA is an analysis that 
has the ability to identify important variables, where PCA 
excels in eliminating the impact of the collinearity of the 
four indicators that make up RSEI (Seddon et al. 2016). PCA 
analysis in RSEI is used to integrate four indicators that have 
been normalized and weighted based on the contribution 
of each index to the value in PC1 (Zhu et al. 2020).

Actual Data Acquisition

 The actual data used to find the RSEI threshold value 
and modeling validation totaled 50 data points, divided into 
30 interview data points and 20 disaster event data points 
throughout 2023. Both interview data and disaster event 
data serve to provide information on ecological issues, 
both natural and human-induced. The actual data primarily 
functions to assess the performance of the RSEI model 
through ROC AUC analysis and model validation while also 
determining the threshold value. These data are further 
categorized into two subsets: training data and validation 
data, with a distribution of 70% and 30%, respectively. The 
50 actual data points will be used for analysis to determine 
the threshold value and validation, ultimately enabling 
the determination of the RSEIT interval, particularly the 
boundary between the good and poor RSEIT classes.
 This study used interviews to assess how residents of 
Bandung City view their local ecological conditions. A total 
of 30 respondents were selected with specific criteria, such 
as (1) being more than 17 years old; (2) having a length of 
stay in the research location of at least 10 years; and (3) 
having a minimum education of high school. In relation 
to the area, the respondents were determined randomly 
but still considered the geographical conditions of the 
surveyed area so that the output results were more optimal 
and reflected the actual conditions. 
 The disaster event data sourced from the Indonesian 
National Disaster Management Agency (https://bnpb.
go.id/) is publicly available. The website provides 
information regarding the locations of disaster occurrences 
in the year 2023. Based on this data, 20 regions were 
selected, but these regions were not included in the 
interview process.

Determination of Thresholds and Validation Assessment

 Receiver Operating Characteristic (ROC) is an analysis 
often used to measure the performance of a model (Mas et 
al. 2013). ROC works by utilizing actual and predicted data 
pairs in the form of contingency tables and area under the 
curve or (AUC). The contingency table is composed of four 
categories of paired table results, namely true positive (TP), 
true negative (TN), false positive (FP), and false negative 
(FN) (Fig. 2). Meanwhile, AUC is the area under the curve, 
AUC is used to assess the accuracy performance of actual 
data which has a value range of 0-1. If the AUC value is 
<0.5, it means that the tested model has low accuracy and 
indicates that the model is poor (Fawcett 2006; Zou et al. 
2007).
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 In this study, the results of RSEI modeling will be analyzed 
using ROC curves that utilize 70% of training data to generate 
an AUC value, which is then validated by utilizing 30% of actual 
data. Training and validation data appear in binary form, where 
the data is categorized as good (no ecological problems) 
with code “0” and categorized as poor (there are ecological 
problems) with code “1”. The binary data will be analyzed 
together with the RSEI modeling that has been made to get 
the threshold value. In connection with the validation of the 
ROC curve, an analysis of overall accuracy, sensitivity, and 
specificity is used (Eq. 7-9):

 Sensitivity indicates the ability of the RSEIT model to detect 
true positive cases (TP), in which case the RSEIT class is good; 
specificity indicates the ability of the model to detect true 
negative cases (TF), in which case the RSEIT class is poor; and 
overall accuracy indicates the ability of the model to detect all 
cases.

RESULTS

Components of RSEI

 RSEI indicators collected in 2023 using Landsat 8 OLI/
TIRS imagery in both seasons can be categorized into two 

components, which are positively correlated (NDVI and WET) 
and negatively correlated (NDBSI and LST). In the NDBSI and 
LST indicators in the normalization process, the values are 
reversed. This approach aims to avoid the negative correlation 
of the NDVI and WET indicators so that the 1-RSEI0 calculation 
process is not carried out. The normalization results seen in (Fig. 
3) show that the highest NDVI and WET are in the periphery of 
the research area. This is because the area has green land cover, 
both in the form of stands and non-stands. In the NDBSI and 
LST indicators, due to the reversal in the normalization process, 
areas that have high values tend to be green land, like the NDVI 
and WET indicators, where high values should be in the built-up 
land zone.
 The mean values formed in the two seasons shown in (Fig. 
4) each have different means in NDVI, WET, and LST, but the 
same mean value occurs in the NDBSI indicator. The NDVI, WET, 
and LST indicators differ by 0.02, 0.04, and 0.03, respectively, 
while the NDBSI has no difference in value. From the overall 
mean value of RSEI indicators, indicators other than NDVI have a 
correlation that is not aligned with the influence of the season. 
The higher NDVI indicator in the dry season may be due to the 
influence of the rainy season causing inundation in the green 
zone area in the southeast of the study area, so the ability of 
NDVI in the rainy season cannot detect plants in the area.
 The PCA results shown in (Table 2) show that PC1 in 
both seasons has a value above 80%, which indicates PC1 
has higher information compared to PC2, PC3, and PC4, 
where PC1 in the dry season has a higher percentage 
than the rainy season. In line with this, research by Niu 
and Li (2020) showed that the higher characteristics of 
PC1 compared to other PCs can be used as a basis for the 
formation of the RSEI index. The NDVI indicator appears less 

(7)

(8)

(9)

Fig. 3. RSEI indicator map (NDVI, WET, NDBSI, and LST)

Fig. 4. RSEI indicator mean value diagram
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aligned with seasonal conditions. The use of the NIR band 
in the NDVI algorithm tends to produce higher NDVI during 
the dry season because the wavelengths in the band are 
absorbed by water objects. This is because many rice fields 
and wetlands on the southeast side of Bandung City are 
waterlogged during the rainy season and overgrown with 
vegetation during the dry season.

Actual Data Acquisition Results

 Bandung City has 5 types of ecological problems 
throughout 2023 that are considered to interfere with 
community activities, where problems in the form of 
flooding are dominant in the region with a percentage of 
40%, followed by waste problems by 10%, landslides by 
8%, and heat island effect and earthquakes each by 2%. 
Of the total 5 problems, there is a total of 62% of data 

indicating that the ecology has a poor status. Meanwhile, 
38% of the data states that the ecological conditions in 
the region are classified as safe because they have never 
experienced ecological disturbances, especially disasters. 
Fig. 5 below illustrates the spatial distribution of the actual 
data collection.
 The spatial distribution of ecological issues in Bandung 
City, particularly flooding, is widespread across the 
central area, as well as the southern and southeastern 
parts. Flooding often occurs due to rainwater runoff from 
elevated areas and the overflow of rivers passing through 
the study area, such as the Citarum River, especially 
during the rainy season. The flooding problem in the 
urban center and the southern parts of Bandung City 
is primarily caused by extensive surface sealing, which 
reduces the land’s ability to absorb water. In contrast, 
flooding in the southeastern area, which is predominantly 

Source: Primary data Processing

Table 2. PCA analysis result

PC
Percent of Eigenvalues (%)

Dry Season Rainy Season

PC1 81,61% 80,55%

PC2 13,33% 11,20%

PC3 4,35% 7,50%

PC4 0,70% 0,73%

Fig. 5. Respondent distribution map and ecological problem statistics
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agricultural land with flat topography, is mainly caused 
by waterlogging due to soil saturation and low porosity, 
preventing the land from absorbing and draining water 
efficiently. Waste management issues in Bandung City have 
intensified following the closure of the Sarimukti landfill 
due to a fire, making it difficult for residents to manage 
domestic waste, leading to the accumulation of trash in 
residential areas. This situation results in visible waste piles 
along roadsides and in front of homes. Landslide issues 
occur in the higher-elevation areas with sloping terrain. 
Unstable soil conditions, exacerbated by land-use changes 
from vegetation to residential areas, compromise soil 
stability. The loss of plant roots, which serve to bind the 
soil, and the creation of built-up land increase the surface 
load, further destabilizing the area. The heat island effect 
persists in the urban center of Bandung City, caused by 
the high building density in the area without adequate 
green spaces. Additionally, the scarcity of green zones and 
tree planting programs contributes to air pollution, along 
with the prevalence of roads and motor vehicle emissions. 
Although earthquakes are rare, the Lembang Fault in the 
northern region poses a potential threat to the safety of 
residents.

Determination of Threshold Value

 The threshold value was determined by utilizing mean 
RSEI data in PC1 on built-up land and actual data. The built-
up land data was used to obtain the mean value of the 
RSEI index in 2023 for each neighborhood. The data used 
as field samples is presented in binary form, where the data 
is categorized as good (no ecological problems) with code 
“0” and categorized as poor (ecological problems exist) 
with code “1”. Both data will be analyzed together through 
ROC-AUC curve analysis to determine the threshold value.
 The use of field data to determine threshold values 
yields objective results in the development of the RSEI 
model into RSEIT. Actual field data helps identify real-world 

conditions that cannot be captured by satellite imagery. 
Furthermore, determining the threshold based on real 
conditions produces results that accurately represent 
the actual field situation through the validation process 
conducted (Palapa and Maramis 2014). In line with this 
statement, the study by (Henrys and Jarvis 2019) indicates 
that remote sensing data supported by primary field data 
provides better objectivity. One of the analyses used to 
determine threshold values is the receiver operating 
characteristic (ROC) curve, which can test binary data in 
good and poor categories, formulated based on sensitivity 
and specificity values, and can be used to generate the cut-
off threshold value (Obuchowski et al. 2005). In this context, 
RSEIT is not only a model but also has the capability to be 
validated both in terms of model performance and based 
on actual field conditions.
 The AUC value, which shows the performance of the 
model as shown in (Fig. 6), shows that in the dry season 
and rainy season, both obtained AUC values of 0.732 and 
0.734, respectively. According to research by Carter et al. 
(2016), predicting a model with an ROC that obtains an 
AUC value of > 0.7 can be considered logical, especially if 
only a small sample is used. Through this statement, it can 
be interpreted that the resulting model has the ability to 
separate RSEI into good and poor classes. Furthermore, to 
determine the consistency of the performance of the ROC 
AUC model, it is necessary to conduct a validation test.
 The threshold value formed from the analysis obtained 
a value of 0.4737 in the dry season and 0.5662 in the 
rainy season. The cutoff value or threshold value is the 
determinant of good and poor class boundaries in RSEIT 
modeling which is used as a reference in the moderate 
class. Determining the threshold value in this study will 
certainly produce a different spatial distribution, where Xu 
(2013) set the value of the moderate class at 0.4 with the 
equal interval method.
 ROC curve validation, as shown in (Table 3), uses three 
assessments in the form of an overall accuracy value, a 

Fig. 6. ROC curve analysis results

Source: Primary data processing

Table 3. Results of threshold analysis and validation test

Season Threshold Overall Accuracy Sensitivity Specificity

Dry Season 0.474 80.00% 71.40% 87.50%

Wet Season 0.566 86.67% 85.70% 87.50%
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sensitivity value, and a specificity value obtained through 
30% of the validation data. The overall accuracy value 
formed in both seasons is greater than 80%. This value can 
be interpreted as indicating that the resulting model can 
predict good and poor classes with an accuracy above 80% 
in the field. The sensitivity value is a value that shows the 
ability of the model to detect true cases (TP). In this case, 
the RSEIT class is good, with an ability level of 71.40% in 
the dry season and 85.70% in the rainy season. Meanwhile, 
the specificity value used to measure the model’s ability to 
detect true negative cases (TN), in this case the RSEI class is 
poor, which in both seasons shows an ability of 87.50%.

Threshold Value Based Ecological Index Classification 
(RSEIT)

 The RSEIT classification uses 5 classifications to measure 
ecological quality in Bandung City, namely very poor, poor, 
moderate, good, and very good classes. The difference in 
threshold values between the rainy season and the dry 
season greatly affects the spatial distribution of RSEIT in 
each class. Further, (Table 4) shows the RSEI class interval.

 In general, the RSEIT intervals formed in both seasons 
show a higher difference than the interval determined 
by Xu (2013) of 0.4 in the moderate class. The difference 
between the RSEI classification applied by Xu (2013) and 
the RSEIT classification is 0.074 in the dry season and 0.166 
in the rainy season. In the very poor, poor, good, and very 
good classes, the equal interval method is still utilized. In 
both the dry and wet seasons, the very poor and poor 
classes used intervals of 0.237 and 0.283, respectively, while 
the good and very good classes used intervals of 0.176 
and 0.145, respectively. The equal interval classification 
is still used in these classes because RSEIT only looks for 
thresholds in the moderate class. The interval scale set in 
the RSEIT classification in the moderate class has a higher 
value compared to RSEI, which will cause differences in 
spatial distribution and area in each class.
 The spatial distribution of RSEIT in both seasons shown 
in (Fig. 7) shows a different distribution pattern in both 
seasons, where in the dry season the distribution in all 
classes is more varied than in the rainy season. The poor 
and very poor classes have almost the same distribution in 
both seasons, where the distribution tends to be centered 

Source: Primary data processing

Table 4. Class interval RSEIT

Classification Dry Season Interval Rainy Season Interval

Very Poor > 0.236 < 0.282

Poor 0.237 - 0.473 0.283 - 0.565

Moderate 0.474 - 0.648 0.566 - 0.710

Good 0.649 - 0.825 0.711 - 0.855

Very Good 0. 825 < 0.855 <

Fig. 7. RSEIT spatial distribution map
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in the central area of Bandung City, where there is a lot 
of built-up land such as settlements, public facilities, and 
industrial areas. The moderate class in both seasons shows 
the clearest difference between all classes; in the dry season, 
the moderate class tends to be evenly distributed in the 
research area, while in the rainy season, the moderate class 
tends to be very small. In the good and very good classes, 
in general, the distribution is on the outskirts of Bandung 
City, which is found in many green land objects such as 
forests, plantations, and rice fields. But specifically, it can be 
seen that the distribution of good and very good classes is 
more concentrated during the rainy season, even in urban 
areas of Bandung City.
 The percentage of RSEIT area displayed in (Fig. 8) shows 
that the seasonal factor responded to the spectral value 
of image data and, when integrated with 50 actual data 
points, shows logical results in each RSEIT class area. In 
line with this statement, research by Indrawati et al. (2020) 
stated that seasonal factors greatly affect the ecological 
index formed. RSEIT statistics show that the very poor and 
poor classes will be wider during the dry season with a 
difference in area of 0.05% and 3.13%, respectively, while 
the good and very good classes will tend to be wider 
during the rainy season with a difference in area of 41.72% 
and 1.14%, respectively. On the other hand, the moderate 
class is widely higher during the dry season than during 
the rainy season with a difference of 15.32%. 
 The formation of spatial distribution patterns and the 
extent of the RSEIT area can be viewed from the aspect 
of the season that affects the NDVI and WET indicators, 
as well as the aspect of the threshold value. In terms of 
seasonal influence, NDVI and WET indicators associated 
with vegetated green zones will be higher during the rainy 
season. This is in line with statements in previous studies, 
where ecological quality is strongly influenced by the 
presence of vegetation; the higher the vegetation cover, 
the better the ecological condition of the area (Cheng and 
He 2019; Su et al. 2022). In the aspect of threshold values 
that reflect actual conditions in the field, it proves that 
the concentration of ecological problems in urban areas 
makes poor and very poor index classes tend to be formed 
in urban areas, while good and very good classes tend to 
be formed in urban peripheries. 

DISCUSSION

 Remote sensing is currently one of the most important 
elements in assessing ecological quality. The ability of 
remote sensing data to provide spatial and temporal 
resolution is a distinct advantage for examining large areas, 
such as the area used in this study. RSEI is one method 
that can currently be used to analyze urban ecological 
quality. Xu (2013) introduced RSEI, which uses basic 
data in the form of remote sensing data that integrates 
four environmental indicators using PCA. PCA on PC1 

is the basis for forming five RSEI classes with an equal 
interval model. Niu and Li (2020) shows that the higher 
characteristics of PC1 compared to other PCs can be used 
as the basis for the formation of the RSEI index. A total of 5 
classes broken down based on equal interval calcification 
does not pay attention to actual conditions in the field. In 
line with this, Wang et al. (2023) research states that RSEI 
still has weaknesses, such as the fact that the fact that the 
resulting output is still probabilistic and cannot be applied 
in general. Furthermore, in several similar studies, RSEI was 
not validated, meaning that actual field conditions were 
not taken into account. Compared to RSEI, RSEIT has the 
ability to determine threshold values through ROC AUC 
analysis, and its results can be tested through overall 
accuracy, sensitivity, and specificity calculations. 
 Research on ecological indices based on the Remote 
Sensing Ecological Index (RSEI) is generally similar across 
different regions, with minimal variation in methods and 
results, as assessments rely solely on indicators derived 
from remote sensing data. Several studies on RSEI in 
Indonesia and Asia, such as those by Dai et al. (2023) on 
the Jakarta-Bandung High-Speed Railway in Indonesia, 
Indrawati et al. (2020) in Semarang City, dan Giofandi et 
al. (2024) in Pekanbaru City, as well as studies in Asia by 
Diep et al. (2024) in Chan Tho City, Vietnam dan Zhang et 
al. (2024) in Wuhan City, China, generally conclude that 
ecological quality assessments remain limited to the RSEI 
approach without further development using additional 
data or methods. Specifically, these studies indicate that 
areas with high RSEI quality are often located in regions 
with high elevations, steep slopes, abundant vegetation, 
low temperatures, and low humidity. Conversely, areas 
with poor ecological quality are typically found in regions 
dominated by urbanized, built-up land, characterized 
by flat topography, sparse vegetation, low humidity, and 
high temperatures. This condition highlights that RSEI-
based ecological assessments focus solely on four physical 
environmental variables derived from remote sensing 
sensors, with the eigenvalue relationships (particularly 
on PC1) serving as a benchmark to determine the extent 
to which each RSEI variable contributes to the overall 
ecological quality. 
 In fact, for the ecological assessment of Bandung 
City in 2023 across both seasons, areas with high (good) 
ecological index values do not always align with being free 
from ecological issues based on actual data. For example, 
the northern region of Bandung City (Figure 5), which is 
still lush, heavily vegetated, and sparsely populated, faces 
ecological challenges such as earthquake and landslide 
threats due to its steep terrain and proximity to the 
Lembang Fault. To address this, the RSEIT model enhances 
the capabilities of the RSEI algorithm by incorporating 
actual data, determining threshold values through 
ROC curve analysis in conjunction with RSEI data, and 
conducting model validation tests to evaluate the extent 

Fig. 8. RSEIT area coverage diagram



29

Mahendra A. I., Widayani P. and Murti S. H. UTILIZATION OF REMOTE SENSING DATA IN DETERMINING ...

to which the RSEIT model represents factual conditions. 
This approach offers an alternative for producing ecological 
quality assessments (RSEIT) that better reflect actual field 
conditions, particularly in areas with high index values that 
still face ecological challenges and vice versa.
 Research areas that have ecological problems can be 
a measure of good or poor ecological quality. Through 
50 actual data points for 2023 used as input to determine 
the threshold value, it was found that 62% of the study 
areas have ecological problems, with a ratio of 4 out of 5 
problems directly connected to natural problems such as 
natural disasters. The distribution of areas with ecological 
problems also adjusts the physical characteristics of the 
area, such as flooding, waste, and the heat island effect, 
which tend to be clustered in urban areas that have low 
elevation in built-up land zones, while landslides and 
earthquakes tend to be scattered in upland areas with land 
cover dominated by green zones. These findings are field 
facts that can be utilized to test the extent to which remote 
sensing data can detect ecological conditions according to 
actual conditions through threshold analysis. 
 The ROC analysis value shown in the (Fig. 6) obtained an 
AUC value of > 0.7; this value can still be considered for use, 
especially if the sample used has a relatively small amount. 
The performance of the RSEIT model, which produces 
a threshold value of 0.4737 in the dry season and 0.5662 
in the rainy season, needs to be tested for its application 
to 30% of the of the validation data. The threshold value 
used in the RSEIT index classification shows a higher value 
during the rainy season with a difference of 0.092; this is 
strongly influenced by the spectral response in the rainy 
season, where NDVI and WET indicators have an important 
role. During the rainy season, the level of wetness and 
greenness increases, especially in the training area. This is 
in accordance with the statement of Xu and Deng (2022), 
where ecological conditions are largely determined by 
the greenery element of vegetation. The results of the 
validation assessment on RSEIT data in both seasons 
showed an average value of overall accuracy, sensitivity, 
and specificity of 83.34%, 78.55%, and 87.50%, respectively. 
These results show that RSEIT has a capability of over 70% 
in its implementation in the field.
 The spatial distribution of RSEIT in both seasons (Fig. 7) 
exhibits a distinct pattern, with a more varied distribution 
across all classes during the dry season compared to 
the rainy season. The poor and very poor classes have 
almost the same distribution in both seasons, where the 
distribution tends to be centered in the central area of 
Bandung City, where there is a lot of built-up land such as 
settlements, public facilities, and industrial areas. 
 The impervious surface in urban centers, without 
being balanced by green spaces such as city parks and 
vegetation planting, results in high values of NDBSI and 
LST, both of which are negatively correlated with RSEIT. 
Furthermore, based on actual data, this condition is 
exacerbated by the ecological issues commonly found in 
urban areas. The moderate class in both seasons shows the 
clearest difference between all classes, where in the dry 
season the distribution of the moderate class tends to be 
evenly distributed in the research area, while in the rainy 
season the distribution of the moderate class tends to be 
very small. In the good and very good classes, in general, 
the distribution is on the outskirts of Bandung City, which 
is found in many green land objects such as forests, 

plantations, and rice fields. The peripheral areas, which are 
often characterized by green zones, result in high values for 
the WET and NDVI variables, both of which show a positive 
correlation with RSEIT. Meanwhile, ecological issues are 
generally less prevalent in these peripheral areas. But 
specifically, the distribution of good and very good classes 
is formed during the rainy season, even in urban areas 
of Bandung City. Based on previous research, the spatial 
distribution of RSEIT is strongly influenced by land cover 
and land use, and the reflection of spectral values recorded 
on the sensor will adjust the recorded object (Yuan et al. 
2021). In line with the spatial distribution formed, the RSEIT 
statistics of poor and very poor classes will be wider during 
the dry season, while the good and very good classes will 
tend to be wider during the rainy season. On the other 
hand, in the moderate RSEIT class, it tends to be higher 
during the dry season than during the rainy season. In line 
with this statement, according to research by Indrawati 
et al. (2020) in Semarang City, the ecological conditions 
formed are strongly influenced by the current seasonal 
conditions.

CONCLUSIONS 

 This research aims to determine the threshold value of 
the urban ecological quality index (RSEIT) in Bandung City 
in 2023. This research produced three findings that can be 
summarized: (1) Ecological problems are most prevalent in 
urban areas of Bandung City, where community activities 
are concentrated. Actual data shows that 63% of the study 
area experienced ecological problems mainly caused by 
nature. There are at least 3 main problems that occur, namely 
flooding, garbage, and landslides; (2) The RSEIT model 
obtained threshold values of 0.474 and 0.566 during the 
dry and rainy seasons, respectively. According to the ROC 
analysis, the RSEIT modeling demonstrated performance 
exceeding 0.7, classifying it as suitable for further validation 
testing. Additionally, the validation results for both seasons 
showed average values for overall accuracy, sensitivity, and 
specificity of 83.34%, 78.55%, and 87.50%, respectively, 
all exceeding 70%. These results directly indicate that the 
RSEIT model is capable of being validated based on actual 
field conditions, and (3) furthermore, urban centers with 
high surface imperviousness, limited vegetation, and 
prevalent ecological issues are predominantly classified 
under the poor category by RSEIT, especially during the 
dry season. In contrast, suburban areas, which maintain 
a higher proportion of green spaces and face fewer 
ecological problems, are more frequently classified under 
the good category, particularly during the rainy season.
 Nevertheless, this study is still limited to a single 
threshold value for distinguishing between good and 
poor ecological quality (moderate class). The entire RSEIT 
classification system (very poor, poor, moderate, good, very 
good) should also employ threshold values supported by 
a set of qualified actual data. Although actual data sourced 
from disaster occurrence records and interviews can serve 
as references for factual condition information, it would be 
preferable for the data collection process to also involve 
other parties, such as academics and local policymakers, 
to enrich the data pool and provide more detailed 
information. Such involvement would enhance the RSEIT 
output in terms of model performance and validation, 
bringing it closer to reality.
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ABSTRACT. Sinkholes have frequently occurred over the past 20 years in the Khlong I Pan sub-watershed (KIPs) in Surat Thani 
and Krabi Province, Thailand. It was found that the earth collapsed more than 34 times. The objective of this research is to 
evaluate the sinkhole susceptibility using Logistic Regression (LR) analysis at the sub-watershed scale. This methodology used 
14 variables affecting sinkhole occurrence to analyze the area, and create a sinkhole susceptibility map using LR. The results 
found that the variables that affect sinkhole formation include Well Density (WD), geology, Land Use (LU), Total Hardness (TH), 
Total Dissolved Solids (TDS), slope, Chlorine (Cl), distance to stream, elevation, Topographic Wetness Index (TWI), distance 
to village, soil, distance to active fault, and distance to well, respectively. All such variables are expressed by the exp β value 
coefficient. When prepared as a Karst sinkholes (KS) susceptibility map, it was found that a very high sinkhole susceptibility 
level covers an area of up to 399.86 km2 (19.16% of the total area). They appear mainly in the eastern region of the KIPs, 
especially at the confluence of the Khlong I Pan stream and the Khlong Trom stream. The other area is the central mountain 
range and the western mountain range, where geological structures with a casque topography are found. The results of this 
research suggest using the KS Susceptibility Map as a guideline for planning and monitoring potential future sinkholes.
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INTRODUCTION

 A sinkhole is a type of natural disasters that often occurs 
in limestone or karst topography (Cvijić 1925; Trofimova 
2018; De Waele and Gutierrez 2022). Most of these 
topographical features are composed of carbonate bedrock 
such as limestone (CaCO3) and dolomite (CaMg(CO3)2) (Zeng 
and Zhou 2019). When carbonate rocks contact with acidic 
rainfall and groundwater, the carbonate rocks are dissolved 
to form tall limestone pinnacles and subsurface caves, called 
karst topography, with large caverns containing stalactites 
and stalagmites and groundwater streams (La Rosa et al. 
2018; De Castro et al. 2024). Accordingly, sinkholes generally 
form when the surface layer above the holes or caves is 
collapsed by the groundwater level dropping, landslides and 
subsidence of the upper surface, underground excavation, 
groundwater extraction, or earthquakes. Sinkholes cause 
substantial damage to life and property.  

 Researchers in the United States created karst 
topographic maps by collecting geological data and 
documenting the occurrence of valleys with historical 
evidence of sinkholes. However, a lack of data, including 
geological data, soil series, hydrogeology, and data on 
urban expansion in each region, has left the situation 
unclear (Veni 2002). Continuous improvements have been 
made to try to predict sinkhole formation, and it has been 
concluded that hydrogeological conditions are the main 
variable that makes sinkholes more likely to collapse (Nam 
et al. 2020; Wood et al. 2023). There are many reports of 
sinkholes around the world, such as in Tangshan, China (Hu 
et al. 2001), the Ebro Valley, Zaragoza, Spain (Galve et al. 
2009a), Sango, Tennessee, USA (Siska et al. 2016) and major 
urban areas of Brazil (Galvão et al. 2015; de Queiroz Salles 
et al. 2018). All of these areas have subsidence phenomena 
due to their unique geological and geomorphological 
characterization (Stefanov et al. 2023). Geo-information 
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technology is widely used in research studies to find sinkhole 
susceptibility because it is possible to define algorithms 
and conditions to evaluate and predict areas at risk of 
sinkhole formation. The researchers used spatial analysis 
to determine sinkhole susceptibility by using variables that 
affect sinkhole formation in multivariate analysis (Wu et al. 
2018; Jia et al. 2019). There are many approached models 
of multivariate analysis, including spatial overlay analysis, 
probabilistic modeling, conditional probability, analytic 
hierarchy process (AHP), LR modeling, and machine 
learning. Research by Zhou et al. (2016) analyzed sinkholes 
that occur in Jili Village in Guangxi, China, using an LR 
model. The results show that the highest susceptibility 
area for sinkholes is in the foothills and Datou Hill. This 
information was beneficial for developing a mitigation plan 
for the communities living near the sinkhole area. Kim et al. 
(2018) applied an LR model to assess sinkhole susceptibility 
in urban areas caused by underground wastewater 
drainage. The model addresses key variables such as slope 
and pipe material that are sensitive to sinkholes in the 
area. Jia et al. (2019) used machine learning and a cloud 
model to analyze areas sensitive to sinkhole formation 
using topography and geology characteristics variables. 
This technique shows the sensitivity of the geological 
structure. Hu et al. (2021) used analytical hierarchy process 
and LR models to test the accuracy of the techniques to 
assess the susceptibility to sinkholes in the Wuhan city 
area of China. The results show that LR models have better 
performance than analytical hierarchy process models. In 
conditions of climate change, rainfall amounts change, 
causing rainfall patterns to become more variable. Xu et al. 
(2023) emphasized the significance of rainfall variables in 
causing soil erosion on karst terrain in Southwestern China, 
suggesting future terrain subsidence and erosion trends. 
Amin et al. (2023) utilized machine learning to analyze 
subsidence in Central Iran, identifying geological structure 
and underground pores as crucial factors in predicting 
sinkhole-prone areas. Maleki et al. (2023) investigated 
sinkhole susceptibility in Iran’s Bistoon-Parav karst region, 
considering 10 variables including precipitation, lithology, 
and vegetation. Their findings highlighted lithology as the 
most influential factor, accounting for 31.52% of sinkhole 
occurrences. Ramírez-Serrato et al. (2024) tried to find 
sinkholes in Mexico City by using linear regression models 
to import data on 13 variables that affect the occurrence 
of sinkholes, including population density, WD, distance 
to faults, fractures, roads, streams, elevation, slope, clay 
thickness, lithology, subsidence rate, geotechnical zones, 
and soil texture. The findings demonstrate the efficacy of 
regression models in predicting susceptibility to sinkhole 
occurrences. Utilizing advancements in geoinformatics 
technology enables the comprehensive analysis of diverse 
databases, facilitating the effective assessment of areas 
prone to sinkhole formation. Such analyses can generate 
risk maps, offering guidelines for managing vulnerable 
areas and implementing preventative measures to 
mitigate potential loss of life and property resulting from 
these disasters.
 In Thailand, sinkholes are prevalent in karst landscapes, 
particularly in limestone formations dating back to the 
Permian period, around 286-245 million years ago. Notable 
rock groups susceptible to sinkholes include the Rachaburi, 
Saraburi, and Ngao groups. The Rachaburi group, 
originating from the Middle to Upper Permian period, 
spans the lower western and southern regions of Thailand 
(Sone et al. 2012). The Saraburi group extends across the 
lower Chao Phraya plains and western edge of the Korat 
plateau, formed during the Upper Carboniferous to Lower 

Permian period (Udchachon et al. 2022). Sinkholes are 
primarily found in the northern region of Thailand, where 
the Ngao group, formed during the Upper Permian period, 
is prevalent (Pondthai et al. 2023).
 Human activities such as groundwater extraction, 
saltwater pumping, traffic vibrations, and construction 
exacerbate sinkhole formation, particularly in areas 
with limestone, dolomite, and marble bedrock prone 
to dissolution. The Department of Mineral Resources 
documented sinkhole occurrences from 1995 to 2005, 
with 66 areas experiencing large sinkholes, notably 25 
following the 2004 earthquakes and tsunamis along the 
Andaman Sea coast in southern Thailand (Frost-Killian 2008; 
Szczuciński 2020). Urbanization and increased groundwater 
usage in southern cities contribute to heightened sinkhole 
risks due to land surface changes and associated land use 
alterations.
 Today, climate change is a major challenge that 
greatly affects human life, the environment, and economic 
development. In particular, changes in seasonal rainfall 
patterns can make sinkholes more severe. This is particularly 
true for sinkholes that arise from fluctuations in the average 
annual rainfall and groundwater storage levels.To achieve 
preventive measures to reduce the loss of life and property 
caused by such disasters, and consistent with the principles 
of the United Nations Sustainable Development Goals 
(SDGs), Goal 13 addresses taking urgent action to combat 
climate change and its impacts. Arora and Mishra (2023) 
suggest that current climate change is the primary cause 
of increased frequency and severity of natural disasters, 
resulting in widespread damage to people and the 
economic system. However, the impact of climate change 
on sinkhole hazard has been barely explored. This issue is 
due to the lack of continuous recording of hydrological, 
hydrogeological, and meteorological data. The processes 
need to be studied and recorded for future research to 
more effectively assess sinkhole hazard areas. In Thailand, 
there is a policy for disaster risk reduction, which is the 
Disaster Prevention and Mitigation Act 2007 (Fakhruddin 
and Chivakidakarn 2014). Additionally, the Sendai 
Framework for Disaster Risk Reduction (2015-2030) also 
utilized in Thailand for creating the substantial reduction of 
disaster risk in local areas with national strategies (Kelman 
2015). 
 Sinkholes are increasingly common in Krabi and 
Surat Thani Provinces, particularly in Plai Phraya and Khao 
Phanom Districts, as well as Phanom, Phrasaeng, and Chai 
Buri Districts. The upcoming Land Bridge project, part of 
the Southern Economic Corridor, poses additional risks 
due to planned infrastructure development. Despite this, 
the area has not conducted any sinkhole susceptibility 
studies. This research aims to assess sinkhole susceptibility 
in the Krabi and Surat Thani Provinces’ KIPs using GIS-based 
LR analysis, considering geological, geomorphological, 
and socio-economic factors. The findings will assist in 
managing vulnerable areas, offering insights for planning 
and monitoring potential hazards in regions lacking 
sinkhole risk maps at the local level.

MATERIALS AND METHODS

Study area

 The KIPs lies within the Ta Pi watershed, a significant 
river basin in southern Thailand, spanning latitudes 8°10’ N 
to 8°50’ N and longitudes 98°40’ E to 99°20’ E, covering 
approximately 2,087.039 km². Situated between Krabi and 
Surat Thani provinces, it includes Plai Phraya, Khao Phanom, 
and Ao Luek Districts in Krabi, and Khian Sa, Phrasaeng, 
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and Chai Buri Districts in Surat Thani. The area’s topography 
ranges from 7 to 1,346 meters above mean sea level, with 
the southern part being mountainous, including Khao 
Phanom peak within Khao Phanom Bencha National Park. 
The western side features scattered limestone mountains 
with karst topography.
 The drainage pattern exhibits two key characteristics: 
the western upstream area displays a dendritic pattern 
with streams like Klong Ya and Khlong Bang Liao flowing 
into Khlong I Pan southwest to east. In the south, rivers like 
Khlong Sai Khao and Khlong Chang Tai flow south to north, 
forming a dendritic pattern upstream and a parallel pattern 

in the central basin, merging into Khlong Trom, which joins 
Khlong I Pan in the north.
 Geologically, sedimentary rock predominates, including 
Quaternary alluvium along riverbanks, colluvium farther 
away, and old river terraces (Dheeradilok 1995; Leknettip 
et al. 2023). Tertiary sediments, notably the Krabi group, 
appear in the northeast, featuring shale, slate, calcareous 
shale, sandstone, siltstone, and minerals like limestone and 
lignite (Benammi et al. 2001). Limestone rocks are scattered 
throughout the upstream area, covering approximately 
30-40% of the study area, from the Carboniferous-Permian-
Triassic periods.

Fig. 1. Location map (a) and geological map (b) for the study area
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Data Preparation

 This research utilized secondary data from various sources 
to evaluate sinkhole susceptibility in the KIPs area. The data 
comprised sinkhole occurrences between 2002-2022 and 
spatial data analyzing factors influencing their formation. 
Physical factors such as elevation, slope, soil type, geology, 
distance to streams, active faults, terrain wetness index, Total 
Hardness (TH), Total Dissolved Solids (TDS), and Chlorine (Cl) 
were collected, alongside socio-economic factors including 
land use, well density, and distances to wells and villages. These 
spatial datasets are crucial variables for assessing sinkhole risk 
areas, organized in a raster database format with a grid cell size 
of 30×30 m.

Method

 The research process consists of the following steps: (1) 
sinkhole area analysis, (2) spatial database analysis of driving 
factors, and (3) statistical approach. The details of each step are 
briefly explained below (Fig. 2).
 
Sinkholes area analysis

 To identify sinkhole occurrences in the research area 
from past to present, secondary data spanning 2002 to 2022 
were sourced from the Department of Mineral Resources. 
Additionally, primary data obtained from interpreting sinkhole 
areas in 1:50,000 scale topographic maps from the Royal Thai 
Survey Department were utilized. Upon acquiring data from 
both sources, a conversion from analog to digital format was 
performed using ArcMap 10.4 software. Subsequently, the 
data underwent LR statistical analysis in the next stage of the 
process.

Spatial database analysis of driving factors

 The selection of factors affecting sinkhole formation is 
important for susceptibility analysis (Wei et al. 2021; Hu et al. 
2021). This research has selected the factors that directly affect 
and are related to the occurrence of sinkholes in this study area. 
The first important spatial data is elevation (digital elevation 
model-DEM) obtained from the Royal Thai Survey Department 
(RTSD) in shapefile format, including elevation point, contour 
line, and water source and water route information. Such data 
will be analyzed by spatial analysis using the Topo to Raster 
technique in ArcGIS 10.4 software. The result is DEM data with 
a 30×30 m grid cell size (Fig. 3a). This data can be analyzed for 
other variables such as slope (Fig. 3b) and TWI (Fig. 3g). TWI 
is an index indicating water accumulation and flow tendency 
to lower basin areas due to the Earth’s gravity (Chen and Yu 
2011). High TWI values indicate prone areas, which may be the 
swamp areas, low slopes, or basins. This variable will be applied 
to search for areas where sinkholes occur in the study area. TWI 
analysis can be calculated from Eq. 1 (Hamid et al. 2020):

 where, A
s
 indicates the definite catchment area and 

denotes the slope gradient. 
 Other physical factors that were applied in this research 
include soil (Fig. 3c), geology (Fig. 3d), distance to active 
fault (Fig. 3e), and distance to stream (Fig. 3f ). The variables 
soil and geology are nominal data that are converted to 
raster data format. Data on variables distance to active fault 
and distance to stream were analyzed using the Euclidean 
distance technique in spatial analysis tools.
 Furthermore, socio-economic factors are related to 
sinkhole formation, including LU (Fig. 4a), WD (Fig. 4b), 
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Table 1. Spatial data layers used in this research

Driving Factor Variable (Theme) Year Source

Sinkholes area 2002-2022
Derived from Department of Mineral Resources

Royal Thai Survey Department (RTSD)

Physical factor

Elevation (digital elevation 
model-DEM)

2020 Derived from Royal Thai Survey Department (RTSD)

Slope 2020 Derived from the DEM

Soil 2017 Derived from Land Development Department (LDD)

Geology 2017 Derived from Department of Mineral Resources

Distance to active fault 2017 Derived from Department of Mineral Resources

Distance to stream 2021 Derived from Department of Water Resource, Thailand

TWI 2021 Derived from the DEM

Total Hardness (TH) 2021 Derived from Department of Groundwater Resources

Total Dissolved Solids (TDS) 2021 Derived from Department of Groundwater Resources

Chlorine (Cl) 2021 Derived from Department of Groundwater Resources

Socio-economic 
factor

Land use 2021 Derived from Land Development Department (LDD)

Well Density 2021 Derived from Department of Groundwater Resources

Distance to well 2021 Derived from Department of Groundwater Resources

Distance to village 2021 Derived from Royal Thai Survey Department (RTSD)

(1)
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distance to well (Fig. 4c), and distance to village 
(Fig. 4d). The LU data is nominal data received from 
the Land Development Department (LDD). The data 
was converted to raster data format. Data on variables 
distance to village and distance to well were analyzed 
using the Euclidean distance technique in spatial 
analysis tools. The WD variable can be analyzed using a 
mathematical function in ArcMap 10.2 with the Kernel 
Density (Eq. 2). The results will indicate the density of the 
artesian well. This variable is one of the variables that will 
be used for LR statistical analysis next. The Kernel Density 
(Nistor and Nicula 2021) calculated from the following 
equation (Eq. 2):

 where ƒ is density ƒ; K is the kernel — a non-negative 
function; h > 0 is a smoothing parameter called the 
bandwidth; x1, x2, ..., xn is a univariate independent and 
identically distributed sample.
 The chemical property variables were Total Hardness 
(TH) (Fig. 4e), Total Dissolved Solids (TDS) (Fig. 4f ), and 
Chlorine (Cl) (Fig. 4g). The data of all three variables were 
derived from the Department of Groundwater Resources. In 
this research, the data of all three variables were subjected to 

Fig. 2. Flow chart of methodology

(2)
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spatial interpolation using the Inverse Distance Weighting 
(IDW) method in ArcMap 10.2.

Statistical approach

 From the sequence of steps to find sinkhole area 
analysis and spatial database analysis of driving factors, it is 
necessary to search for variables that affect the formation of 
sinkholes in order to know the context of the collapse that 
occurred in the KIPs. There were 14 variables used in the 
analysis, including elevation, slope, soil, geology, distance 
to stream, distance to active fault, TWI, Total Hardness (TH), 
Total Dissolved Solids (TDS), Chlorine (Cl), LU, WD, distance 
to well, and distance to village. Such variables will be 
analyzed using LR analysis.
 LR is a technique for discovering the empirical relationships 

between a binary dependent and several independent 
categorical and continuous variables (Ozdemir 2016; Kim et 
al. 2020; Cao et al. 2020). LR analysis is calculated using the 
following Eq. 3:

 where P is the flood-prone area, x
i
 are independent 

variables, and β is the coefficient value. The LR method was 
used to provide the variables that were used to analyze which 
variables influenced subsidence by considering the initial and 
dependent variables of every grid cell in the study area. The 
results from the LR analysis can be used to produce sinkhole 
susceptibility maps, which are classified into 5 classes: very 
high, high, moderate, low, and very low. 

Fig. 3. Spatial database analysis of physical factors: Elevation (a), Slope (b), Soil (c), Geology (d), 
Distance to active fault (e), Distance to stream (f), and TWI(g)

(3)
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RESULTS

Sinkholes in KIPs area

 The KIPs boast a unique karst geography characterized 
by sedimentary rocks interspersed with limestone 
formations, particularly evident in the northern, central, and 
western regions, where a north-south-oriented limestone 
mountain range prevails. Over the past two decades (2002-
2022), 34 sinkholes collapsed in the area, covering a total of 
3.52 km². Most sinkholes are concentrated in the northern 
and central-southern regions of the KIPs, with a notable 
cluster in Khao Phanom District, totaling 9 sinkholes. 

The largest sinkhole, spanning 2.049 km², appeared near 
Bankhoasamyot School in Khian Sa District, Surat Thani 
province, characterized by undulating plain topography 
and rubber plantations. This sinkhole formed on September 
26, 2016, during heavy rain brought by a monsoon trough, 
resulting in a chasm nearly 100 meters deep. Another 
significant sinkhole, covering 0.47 km², occurred in the 
east of the Phanom Bencha mountain range in Khlong Noi 
Sub-district, Chai Buri District, Surat Thani, within a forested 
area. In Khao Phanom District, Krabi Province, the largest 
concentration of sinkholes (12) was found, primarily in 
community and agricultural areas, including rubber and 
palm oil plantations. Details are outlined in Table 2.

Fig. 4. Spatial database analysis of socio-economic factors: LU (a), WD (b), Distance to well (c), 
Distance to village (d), TH (e), TDS (f), and Cl (g)
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Fig. 5. Sinkhole disasters map in KIPs area
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Table 2. Sinkhole disasters in KIPs during 2002-2022

No.
Location

Province District Sub-district
Area 
(km2)Latitude Longitude Sinkhole Event

1 8° 16' 19.60" 99° 3' 3.92" Khao Phanom Temple Krabi Khao Phanom Khao Phanom 0.004

2 8° 19' 49.06" 99° 1' 5.73" Yuan Sao Village Surat Thani Khiri Rat Nikhom  Tha Khanon 0.020

3 8° 20' 30.25" 99° 3' 23.47" Yuan Sao Village Surat Thani Khiri Rat Nikhom  Tha Khanon 0.022

4 8° 18' 19.69" 98° 53' 10.16" Ban Chong Mai Dam Mosque Krabi Ao Luek Khlong Hin 0.013

5 8° 17' 59.07" 98° 57' 33.67" Ban Thumkob Village Krabi Khao Phanom Na Khao 0.008

6 8° 19' 13.60" 98° 56' 47.91" Ton Han Village Krabi Khao Phanom Na Khao 0.001

7 8° 18' 8.61" 98° 58' 13.01" Ton Han Village Krabi Khao Phanom Na Khao 0.032

8 8° 19' 48.44° 98° 59' 11.89" Ton Phong Village Krabi Khao Phanom Na Khao 0.017

9 8° 21' 10.81" 98° 56' 31.13" Khao Phanom Bencha Rangland Krabi Khao Phanom Na Khao 0.022

10 8° 21' 17.78" 98° 59' 34.02" Ban Khao Din School Krabi Khao Phanom Na Khao 0.012

11-12 8° 23' 8.19" 98° 55' 59.52" Khao Mae Mu Krabi Khao Phanom Na Khao 0.303

13 8° 27' 14.74" 98° 56' 36.77" Khuan Sai Village Surat Thani Chai buri Chai buri 0.037

14 8° 27' 22.59" 98° 56' 48.83" Khuan Sai Village Surat Thani Chai buri Chai buri 0.071

15 8° 27' 20.31" 98° 57' 1.72" Khuan Sai Village Surat Thani Chai buri Chai buri 0.016

16 8° 27' 58.18" 98° 56' 50.65" Khuan Sai Village Surat Thani Chai buri Chai buri 0.016

17 8° 27' 57.96" 98° 56' 26.11" Khuan Khlong Ya Krabi Plai Phraya Plai Phraya 0.032

18 8° 26' 51.01" 98° 50' 28.32" Wat Bang Liao School Krabi Plai Phraya Plai Phraya 0.010

19 8° 27' 7.55" 98° 50' 7.02" Bang Liao Village Krabi Plai Phraya Khiriwong 0.012

20-21 8° 30' 2.30" 98° 58' 3.79" Khao Phanom Bencha Rangland Krabi Khao Phanom Na Khao 0.470

22 8° 33' 20.95" 98° 48' 29.24" Khao Khen Village Krabi Plai Phraya Khao Khen 0.010

23 8° 35' 3.55" 98° 56' 24.34" Bang Sawan Surat Thani Phrasaeng Bang Sawan 0.117

24 8° 35' 2.81" 98° 57' 57.75" Bon Khuan Village Surat Thani Phrasaeng Sai Sopha 0.028

25 8° 37' 28.56" 98° 56' 6.42" Ban Mak Village Surat Thani Phrasaeng Bang Sawan 0.023

26 8° 39' 0.41" 98° 59' 24.16" Si Nakhon Village Surat Thani Phrasaeng Bang Sawan 0.013

27 8° 32' 31.67" 99° 6' 45.11" Kuan Sian Village Surat Thani Phrasaeng Sai Khueng 0.010

28 8° 46' 46.48" 99° 1' 33.10" Khao Sam Yot Surat Thani Khian Sa Ban Sadet 0.151

29 8° 45' 1.25" 99° 1' 27.94" Mongkhon Phithak Thammaram Temple Surat Thani Khian Sa Ban Sadet 0.003

30-34 8° 46' 59.80" 99° 0' 52.30" Khao Sam Yot Village Surat Thani Khian Sa Ban Sadet 2.049
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Affecting Variables in sinkhole formation in KIPs

 The analysis focused on 14 variables crucial for 
investigating sinkhole formation in the KIPs, employing 
the LR statistical process. Table 3 illustrates the variables 
affecting sinkhole formation, with their impact expressed 
through β values. A positive β value signifies increased 
sinkhole susceptibility with higher variable values, while 
a negative value suggests the opposite. The relative 
operating characteristic (ROC) demonstrates the regression 
equation’s ability to predict sinkhole risk areas based on 
probability. The ROC value obtained for sinkhole area 
probability was 0.947 (Fig. 6), indicating high effectiveness, 
as values closer to 1.00 signify comprehensive analysis of 
sinkhole risk areas using all 14 variables.
 All variables were significant at the p < 0.01 entry and 
p > 0.02 removal levels. ROC relative operating
 The study identified 8 variables with negative β values 
influencing sinkhole occurrence: geology, distance to well, 
distance to active fault, soil, terrain wetness index (TWI), 

distance to village, elevation, and distance to stream. 
Conversely, 3 variables exhibited positive β values: well 
density (WD), land use (LU), and slope. The Exp β values 
indicate the variables’ impact on sinkhole formation, with 
higher values indicating greater influence. WD emerged as 
the most influential variable, followed by geology, LU, TH, 
TDS, slope, Cl, distance to stream, elevation, TWI, distance 
to village, soil, distance to active fault, and distance to well, 
respectively, with Exp β values of 2.385, 1.880, 1.195, 1.119, 
1.048, 1.007, 1.000, 0.998, 0.991, 0.957, 0.950, 0.687, 0.333, 
and 0.159 (Table 3).
 Well density (WD) displayed the highest Exp β value, 
indicating its significant influence on sinkhole formation, 
particularly in areas with high artesian well density 
levels, ranging from 0.4-1.0 unit/km² in the eastern and 
central study areas. These regions, situated downstream 
in the KIPs, boast numerous artesian wells due to the 
natural groundwater flow from high to low areas. This 
phenomenon is prominent in densely populated districts 
like Chai Buri, Phrasaeng, and Khian Sa.

Table 3. LR analysis of the sinkholes area and affecting variable in KIPs area

Variable
KS area

Coefficient β value Coefficient Exp β value

Elevation (digital elevation model-DEM) -0.009 0.991

Slope 0.007 1.007

Soil -0.376 0.687

Geology -5.219 1.880

Distance to active fault -0.665 0.333

Distance to stream -0.002 0.998

TWI -0.065 0.957

TH 0.121 1.119

TDS 0.050 1.048

Cl 0.001 1.000

LU 1.633 1.195

Well Density 10.750 2.385

Distance to well -1.761 0.159

Distance to village -0.045 0.950

Constant 7.077

The relative operating characteristic (ROC) 0.947

Fig. 6. The relative operating characteristic (ROC) value: sinkhole area
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 Geological variables are one of the important variables 
affecting sinkhole hazard and show strong negative β 
values. Since the geological variables are on a nominal 
scale, it is necessary to convert them to an ordinal scale and 
start from sedimentary rocks to igneous and metamorphic 
rocks. The study area is mostly covered by sedimentary 
rocks, including sedimentary rocks of the Carboniferous, 
Permian, Triassic, Tertiary, and Quaternary periods, with 
sedimentary rocks covering most of the area, and igneous 
rocks, including igneous rocks of the Cretaceous and 
Quaternary periods. From the LR analysis, the results of the 
geological variables show that the ancient sedimentary 
rocks affect the formation of sinkholes, especially the rocks 
in the limestone group that are in the Carboniferous and 
Permian periods.
 Geological variables exhibit a notable Exp β value, 
albeit to a lesser extent, and a negative β value. The study 
revealed that grid cells with lower values in the study area 
predominantly consist of sedimentary rocks dating back to 
the Carboniferous, Permian, Triassic, and Tertiary periods. 
These rocks commonly contain limestone, dolomite 
limestone, dolomite, and gypsum formations, which are 
particularly prevalent in Permian-era formations (Pr). The 
study area features the Ratchaburi group (Pr), characterized 
by these rock types. Additionally, Carboniferous-Permian 
(CP) rocks include the Kaeng Krachan group (CPk), 
supporting the Pr series rocks. Some CP and CPk rock layers 
contain argillaceous limestone interspersed with other 
sedimentary rocks like siltstone and tuffaceous sandstone. 
Triassic-period sedimentary rocks include the Lampang 
group (Trl), featuring gray-black limestone. Tertiary 
sedimentary rocks, found in the Krabi group (Tkb), also 
comprise limestone, dolomite limestone, dolomite, and 
gypsum. Limestone predominantly covers the geological 
features in the study area, resulting in karst topography 
spanning from CPk, CP, and Pr formations continuously 
to the southern Phanom Bencha mountain range. The Trl 
and Pr sections cover the western mountain range with 
a northeast-southwest orientation, featuring scattered 
tower karst formations like Khao Lom Fang. The Tkb rock 
group encompasses low hills on the eastern side of the 
study area.
 The LU variable ranks third in Exp β value after 
geology. It exhibits a positive β value, with higher values 
indicating urban, built-up, and agricultural areas. In the 
KIPs, agricultural land predominates, covering 1,805 km², 
accounting for 86.51% of the area. Much of this agricultural 
land is dedicated to oil palm and rubber plantations, 
covering 898.37 km² and 834.97 km², respectively. These 
agricultural practices involve land stripping and leveling, 
with some areas featuring drainage trenches. Such 
activities can render the soil surface fragile, and prone 
to subsidence, particularly in areas with underground 
burrows or karst terrain. Urban areas and buildings have a 
comparatively lesser impact on land subsidence, given the 
limited presence of buildings and infrastructure, affecting 
only specific areas.
 After LU variables, the subsequent influential variables 
affecting sinkhole occurrence include slope, distance to 
stream, elevation, terrain wetness index (TWI), distance 
to village, soil, distance to active fault, and distance to 
well, respectively. Slope variable: Areas with moderate to 
high slopes, approximately 10-40 degrees, are prone to 
land collapse. Distance to stream variable: Proximity to 
waterways increases susceptibility to sinkhole formation. 
Elevation variable: Sinkholes are likely to occur at elevations 
ranging from approximately 10-100 meters above mean 
sea level. TWI variable: Low TWI values signify low terrain 

moisture levels, contributing to sinkhole formation. 
Distance from village variable: Areas not far from villages are 
particularly sensitive to collapse. Soil variable: Shallow soil-
covered areas are at risk of subsidence. Distance from well 
variable: Proximity to artesian wells increases susceptibility 
to collapse.
 Additionally, the distance to the active fault variable 
indicates the presence of the Khlong Ma Rui Active Fault in 
the northwest of the KIPs. Oriented northeast-southwest, 
this fault poses earthquake and tsunami risks, with potential 
tremors affecting karst topographic areas, which are also 
prone to sinkhole disasters.
 The TH, TDS, and Cl variables showed positive β 
values. The results showed that higher concentrations of 
the chemical status of groundwater would result in an 
increased sinkhole probability.

Sinkhole susceptibility map in KIPs

 According to the sinkhole susceptibility analysis in 
KIPs using the LR method by using the β value to create 
a database, it has been prepared as a map for disaster 
management at the sub-watershed level to represent the 
sinkhole susceptibility map (Fig. 7). The results of this study 
were to analyze spatial data in GIS as shown in Eq. 4.

 The results of the β value of various variables make the 
findings a highlight of this research. That can express the 
level of risk as appropriate spatial data according to related 
variables and affecting the occurrence of sinkholes in the 
KIPs area in particular. Results of the study of KS susceptibility 
show that sinkhole susceptibility areas in the watershed can 
be classified into five levels: very high risk areas, high risk areas, 
moderate risk areas, low risk areas, and areas at very low risk of 
sinkhole, respectively (Table 4).
 In the KIPs area, regions with a very high sinkhole 
susceptibility level cover approximately 399.86 km², 
constituting 19.16% of the total area. These high-risk zones are 
predominantly situated in the eastern part of KIPs, particularly 
near the convergence of Khlong I Pan and Khlong Trom 
streams. Additionally, mountainous areas, such as the central 
and western ranges, exhibit elevated sinkhole risk due to 
their karst geological formations. Surrounding the very high 
susceptibility zones, both high- and moderate-risk areas span 
over 421.73 km² (20.21%) and 422.18 km² (20.23%), respectively. 
Conversely, low- and very low-risk zones are primarily located 
in the southern region, notably in the upstream areas of KIPs 
along streams like Khlong Ya, Khlong Pho Thak, Khlong Chang 
Tai, and Khlong Sai Khao. These areas cover 430.41 km² (20.62%) 
and 412.85 km² (19.78%), respectively, with minimal sinkhole 
risk attributed to fewer artesian wells and the prevalence of 
modern sedimentary rocks, distant from active fault lines.

(4)
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Table 4. KS susceptibility area in KIPs area (km2)

Sinkholes susceptibility level
Area

km2 %

Very high 399.86 19.16

High 421.73 20.21

Medium 422.18 20.23

Low 430.41 20.62

Very Low 412.85 19.78

Total 2087.03 100.00

Fig. 7. Sinkholes susceptibility map in KIPs
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DISCUSSION

 Sinkholes, influenced by complex factors, pose prediction 
challenges. Mitigation is aided by gathering diverse variables 
and using consistent analysis. Sinkhole susceptibility maps 
provide crucial spatial data for community readiness. This 
study selected 14 factors, integrated them into a GIS database 
for statistical analysis, and produced a map for effective local 
risk management.
 Over the past two decades (2002-2022), sinkhole areas 
were studied using secondary data from sinkhole events, 
the Department of Mineral Resources of Thailand, and visual 
image interpretation. The study identified 34 sinkholes 
covering 3.52 km2, concentrated along the Phanom Bencha 
mountain range. That area is an important upstream area of 
the Khlong I Pan tributary stream. Notably, a large subduction 
basin was discovered near Bankhoasamyot School in Surat 
Thani province. The area has an undulating plain topography. 
 As a result of this research, it can be seen that the 
technique for finding sinkhole areas using visual image 
interpretation is still a suitable method for finding actual 
sinkholes efficiently. Consistent with the research of Orhan 
et al. (2020) that used the principle of finding sinkhole areas 
with visual analysis of the aerial photographs of the district 
and on-site fieldwork. As a result, accurate sinkhole data 
was obtained and used to create a sinkhole susceptibility 
map using remote sensing and GIS processes in the Konya 
sub-watershed area, Türkiye. Even in regions with a tropical 
climate, such as the Metropolitan Region of Belo Horizonte, 
Minas Gerais, Brazil, sinkhole landforms can be searched using 
this technique by analyzing hydrograph control, topography, 
cross-section elevation profiles, and high-resolution satellite 
imagery (de Castro Tayer and Rodrigues 2021). As for 
the geologically sensitive region, the Zagros Mountains, 
Kermanshah Province, Iran, the area is the largest active fault 
in the Zagros overthrust. Techniques for finding sinkholes and 
subsidence areas using visual image interpretation of World 
Imagery and Google Earth can accurately display the actual 
sinkhole (Maleki et al. 2023). There are some weaknesses 
that must be noted with this analysis technique, especially 
human-assisted image processing which requires the 
individual’s experience (Dou et al. 2015). Certain regions may 
require reliance on visual analysis of remote sensing imagery 
and on-site research, despite the drawbacks of subjectivity, 
time intensiveness, limited reproducibility, and inadequacy 
for examining extensive territories. (Chen et al. 2018). Future 
research processes may require technology that can process 
data quickly and with high efficiency, using machine learning 
to create models that can discover and detect actual KS for 
collapse areas. Artificial intelligence should be trained to 
learn from the processing of visual image interpretation 
from experienced people frequently to obtain data on the 
collapse of the terrain caused by sinkholes.
 Sinkhole occurrence factors in the KIPs area were analyzed 
using LR statistical methods. The study results found that 
socio-economic factors are sensitive to landscape collapse. 
In particular, prominent variables such as WD and LU show 
strong Exp β values at levels of 2.385 and 1.195, respectively. 
As for the physical factor variables that are sensitive to the 
collapse of the terrain, it was found that the geology and 
slope variables showed strong Exp β values at the levels of 
1.880 and 1.007, respectively. It can be seen that the study 
area has a high level of artesian WD ranging from 0.4-1.0 
unit/km2 that is distributed in the eastern area continuing 
into the central part of the study area. Most of these areas 
have LU conditions where the area has been opened for 
agriculture to grow crops such as rubber, palm oil, and rice 
fields, further accelerating the collapse of the land more 

easily. It can be seen from the KS susceptibility map that the 
area is classified as the area with the highest risk of collapse. 
It covers most of the eastern area, continuing into the central 
part of the study area. This is different from the findings of 
Cahalan and Milewski (2018) which indicated high aquifer 
fluctuations and shallow overburden thickness. This is caused 
by activities on the topographic surface that are the primary 
variable affecting the subsidence of the land. In addition, 
the original geological landform with karst topography 
covers the central and western mountain ranges in the study 
area. It creates greater susceptibility to the collapse of the 
terrain in areas with very steep slopes. There are different 
variables that affect the occurrence of sinkholes in each area. 
These findings can be seen from the research of Wood et al. 
(2023) that sought to find sinkhole vulnerability in karst and 
pseudokarst regions of the contiguous United States, both 
present and anticipated. They identified important variables 
such as the thickness of the soil layer, soil type, and humidity 
that are the main variables that affect collapse until a sinkhole 
occurs, which is different from the results of this research. 
 The geochemical variables used in the study area were 
TH, TDS, and Cl. It was found that if the concentration level 
of these variables is high, it easily affects the formation of 
sinkholes. This is different from the results of the study by 
Ozdemir (2016) who stated that if the concentration level of 
Calcium (Ca) and Magnesium (Mg) increases, the probability 
of sinkholes decreases. However, the results of this study 
have shown that the TH variable is an important variable that 
affects the formation of sinkholes. The concentration levels of 
Ca and Mg were found in these variables. This conclusion is 
consistent with the study approach of Amin et al. (2023) who 
stated that Ca and Mg are likely to be dissolving carbonate 
rocks from limestone and dolomite. In the study area, the 
amount of this element was found to be quite high. It is 
possible that high levels of TH found in groundwater indicate 
that the underground caves have been severely eroded, 
resulting in high levels of Ca and Mg in the groundwater. The 
variables TDS and Cl were found to have little influence on 
sinkhole formation.
 However, LR analysis has the capability to manage both 
continuous and categorical variables concurrently, which is 
not required in standard distributions. Additionally, the LR 
analysis technique can accurately identify regions prone to 
various geological hazards like KS (Zhou et al. 2016; Ozdemir 
2016; Subedi et al. 2019; Kim et al. 2019). In summary, the 
overall picture from the discussion of the results reveals 
the differences in variables that affect the occurrence of 
sinkholes that occur in different contexts in each area. 
However, with the variables used in the LR analysis process, 
the results of the β value coefficient of the variables used in 
the study will vary according to the physical characteristics 
of the area. Therefore, if studying KS susceptibility in other 
areas, one should be aware of the factors that will be studied 
first in areas at risk of sinkhole formation.
 KS susceptibility mapping is vital for disaster planning, yet 
the 2005 sinkhole risk map from the Department of Mineral 
Resources of Thailand lacks transparency and updates, 
making it ineffective for local disaster management. This 
study aimed to improve data resolution, revealing that nearly 
half of the study area has high susceptibility to sinkholes. 
Contrary to the outdated map’s three risk levels, this research 
identified five levels, reflecting nuanced susceptibility. 
Discrepancies between actual sinkhole occurrences and 
the department’s map highlight its inaccuracy. Local-level 
mapping provides crucial risk insight for communities and 
authorities, particularly in high-risk areas, aiding disaster 
preparedness and mitigating potential losses.
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CONCLUSIONS 

 Sinkholes are unpredictable phenomena, often 
occurring in karst landscapes. This study aims to mitigate 
their impact by analyzing various factors contributing to 
sinkhole formation in the local area. Statistical methods, 
including LR analysis combined with GIS, were employed 
to create susceptibility maps for sinkholes. The research 
identified several key variables affecting sinkhole formation, 
such as well density, geology, land use, slope, distance to 
streams, elevation, terrain wetness index, proximity to 
villages, soil type, distance to active faults, and distance 
to wells. These variables were quantified using coefficient 
values and incorporated into the susceptibility mapping 

process. The findings revealed that over half of the study 
area exhibited a very high or high susceptibility to sinkholes. 
This research provides empirical evidence supporting the 
effectiveness of detailed, community-level sinkhole risk 
assessment, potentially replacing existing sinkhole risk 
maps maintained by the Department of Mineral Resources 
in Thailand. Future studies should expedite the exploration 
of sinkhole susceptibility across Thailand, considering 
the unique variables influencing sinkhole formation 
in different regions. Government agencies involved in 
disaster management should prioritize comprehensive 
research efforts to prepare for and mitigate sinkhole risks 
nationwide, ensuring the safety and sustainability of local 
communities in the future.

Fig. 8. Comparison between the old set of well risk maps of the Department of Mineral Resources of Thailand (a) and the 
current set of KS susceptibility mapping (b) obtained from this research
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ABSTRACT. Formulating hypotheses about the drivers of land use and cover change (LULCC) involves identifying patterns 
within the dynamics of the territory. Conventional basin-level analyses often mask localized patterns driven by social issues 
such as governance and community dynamics. This study examines the variations in LULCC patterns over 35 years (1985–
2019) by employing hierarchical intensity analysis of change across different spatial extents of the Grande and Chico River 
basins in the Colombian Andes. To better capture the influence of governance dynamics, the basin was delineated into two 
subzones with distinct governance characteristics: Zone A, where community-led conservation efforts and protected areas 
coexist, and Zone B, characterized by limited community participation and less active governance. Results reveal that the 
intensity of change accelerated significantly after 2010. During this period, forest and paramo ecosystems in the entire basin 
showed stationary losses, while pasture and non-vegetated areas exhibited systematic gains. Notably, Zone A demonstrated 
systematic pasture expansion. In contrast, pasture change in Zone B remained statistically dormant. Transition analysis 
indicated that cropland was the primary source of pasture gains. Qualitative insights from 3 semi-structured interviews 
corroborated that governance structures, local institutions, and the growing economic appeal of dairy farming are key drivers 
of LULCC, particularly in Zone A. These findings emphasize the need to integrate multi-scale quantitative assessments with 
local governance contexts to inform more effective land-use planning and conservation policy.
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INTRODUCTION

 Studying the land use and cover change (LULCC) 
processes is important to understand their positive and 
negative effects on the provision of ecosystem services 
(Lambin et al. 2003). Such studies start from hypotheses 
about their causes, where the proximate ones are the 
direct actions for change, which are often the result of 
human decisions or mediating agents; and the underlying 
drivers are the contextual processes that affect those 
decisions (E. Lambin & Geist, 2008; van Vliet et al., 2016; 
Verburg et al., 2011). The presence of decision-making 
agents as moderators between underlying drivers and 
proximate causes improves the understanding of the role 
of governance elements such as actors, institutions, and 
policies (van Vliet et al., 2016). Therefore, it is important to 
recognize that in many cases, LULCC is a major sustainability 
problem (Jianchu et al., 2005; Kramer et al., 2017) and as a 
product of decisions or behaviors of agents embedded in 
institutional, social, and economic structures that constrain 
or promote their behavior (Binder et al., 2016; Feola & 
Binder, 2010; Rindfuss et al., 2004).

 Hypothesizing the causes of LULCC involves identifying 
patterns in the dynamics of the territory. Considering that 
patterns are not always homogeneous in the common units 
of analysis (e.g., basins or functional zones), it is important to 
identify the spatial and temporal differences that may exist to 
determine an appropriate rate of change (Ruiz Rivera & Galicia, 
2016). The scale of observation of phenomena is composed 
of the dimensions of resolution and extent. Carefully choosing 
these dimensions can favor the detection of patterns (De 
Koning et al., 1998; Gibson et al., 2000; Kok & Veldkamp, 2001; 
Sietz et al., 2017; Vincent, 2007). The finest scales (higher 
resolution or lesser extent) can more readily evidence some 
LULCC patterns than the broadest ones (Jantz & Goetz, 2007). 
The studies by (Turner et al., 1989) and (Wu, 2004) assess 
the effect of the scale on its two dimensions. In fact, most 
investigations focus on the resolution dimension (Kok & 
Veldkamp, 2001); however, in this case, we are interested in 
the extent dimension.
 The research questions of this study are: Do different 
spatial extents of the Grande and Chico rivers basin in the 
Colombian Andes reveal different patterns of LULCC change, 
and can these patterns be associated with an underlying 

https://doi.org/10.24057/2071-9388-2025-3804
https://doi.org/10.24057/2071-9388-2025-3804
https://crossmark.crossref.org/dialog/?doi=10.24057/2071-9388-2025-3804&domain=pdf&date_stamp=2025-06-30
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driver? To answer this question, we identified and compared 
LULCC patterns between 1985 and 2019 in the entire basin 
and in parts of it, which are defined according to governance-
related characteristics. Although there are multiple underlying 
drivers that affect the LULCC processes, governance receives 
particular interest in this study because it regulates and 
influences agents’ behavior (Berbés-Blázquez et al., 2016; E. F. 
Lambin et al., 2003; Nunan, 2018; Verburg et al., 2015).
 We performed the hierarchical analysis of the intensity 
of change proposed by Aldwaik & Pontius (2012, 2013) and 
Robert Gilmore Pontius (2022). Unlike methodologies such 
as change matrices, this analysis allows us to thoroughly 
examine the spatial and temporal configurations of LULCC and 
conclude whether the change is due to systematic processes 
that need to be studied or to random processes. Although 
several studies have adopted this methodology (see Farfán 
Gutiérrez et al. (2016); Ellis et al. (2020); and Feng et al. (2020)), 
none have contrasted the analyses across different extents of 
the territories.
 The present study offers information about whether the 
effects of policies and other governance elements on LULCC 
should be analyzed across the entire basin or in smaller areas 
within it, given the differences in the dynamics of change 
across different areas. The paper is structured as follows: 
Section 2 describes the study zone and the hierarchical analysis 
of intensity of change; Section 3 presents the results by level 
of analysis; and Sections 4 and 5 contain the discussion and 
conclusions of the study.

METHODOLOGY

Study zone and data

 This study was conducted in the basin of the Grande and 
Chico Rivers in the northern region of Antioquia, Colombia. 
The basin has an area of about 127,986 ha, and its economic 
structure is based on dairy farming and other agricultural 
activities, so most of the land is used for these purposes 
(Corantioquia & Universidad Nacional de Colombia, 2015). 
It is considered a strategic basin because of the production 
of dairy products for the whole country (Berrio-Giraldo et 
al., 2021) and the presence of the Santa Inés paramo and 
the Río Grande II reservoir. This reservoir supplies water not 
only to the population settled in the basin but also to the 
population of Valle de Aburrá (the second most populated 
center in the country) and meets the national energy demand 
(Corantioquia, 2020).

 We used six land use and cover maps (Fig. 1) from 1985, 
1995, 2000, 2010, 2015, and 2019. The categories analyzed 
were forest (F), paramo (P), water (W), pasture (PS), crop (C), 
non-vegetated (NV), and unclassified (UC), as described in 
Table 1. Each map has 1,432,143 pixels, where each pixel has 
a resolution of 30 m × 30 m and represents one of the seven 
classes. The maps were provided by Professor Johan Oszwald 
from the University of Rennes (personal communication, 
2020) and were constructed using a supervised classification 
system with a maximum likelihood algorithm (overall 
accuracy of 89.67% and a Kappa coefficient of 0.85). It used 
Landsat images from the TM-5, ETM+7, and OLI-8 sensors 
available in Google Earth Engine. The images correspond to 
dates between January 1, 1985, and July 1, 2019.
 In recent years, there has been a tendency in the basin 
to establish environmental management and protection 
policies in strategic areas, as shown in the left panel of Fig. 
2. For example, the environmental authority Corantioquia 
declared in 2010 and updated in 2020 the Integrated 
Management District (DMI, as per its acronym in Spanish), 
which covers the paramo area (Corantioquia, 2010; PNUD & 
Corantioquia, 2020) and a total extent of 21,603.06 ha. Also, 
in 2015, the same authority created the Local System of 
Protected Areas (SILAP as per its acronym in Spanish) in one 
of its municipalities (Corantioquia & Alcadía de Santa Rosa de 
Osos, 2015), with a total area of 13,880.42 ha. Both policies 
delimit preservation, restoration and sustainable use zones.
 To assess the effect of different extents (with the same 
resolution), the analysis of intensity of change of the entire 
basin was also broken down into Zone A and Zone B, as 
shown in the right panel of Fig. 2. Although there are several 
criteria to divide and select the study zones like subbasins 
or functional zones, in this work we considered governance 
criteria: villages where the effect of governance is expected 
to be greater (or lower) due to the area under protection 
policies and the community attitudes to conservation issues. 
Zone A (see land use and cover map in Fig. A.1 of the annexes) 
has an approximate area of 24,892 ha (276,583 pixels), and 
environmental management and protection policies have 
been implemented in 73.5% of the territory. In addition, the 
Santa Inés paramo is located in this zone, characterized by 
having a more active and participatory community in terms 
of conservation (Marsiglia Rivera, 2017). By contrast, Zone 
B (see land use and cover map in Fig. A.2 of the annexes) 
has an approximate area of 104,000 ha (1,155,560 pixels), 
and environmental policies have been implemented in 
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Table 1. Categories description (Berrio-Giraldo et al., 2024; 
Corantioquia & Universidad Nacional de Colombia, 2015; Machado et al., 2019)

Category Description

Forest (F)
Oak forest and stubble. According to the Life Zones Areas, most of the area has very humid low montane 

forest (bmh-MB) and, to a lesser extent, very humid montane forest (bmh-M).

Paramo (P)
Santa Inés is a paramo where the main water sources that supply several municipalities originate. It is 
home to important plant formations (195 plant species) with immense genetic and biological value.

Water (W) Water associated with the Río Grande II reservoir.

Pasture (PS)
Pasture is the basis of the economic structure dedicated to dairy production and dairy agroindustry. 

Overgrazing is observed in most of the basin.

Crop (C)

Commercial crops such as tree tomatoes and potatoes (commercial scale), and to a lesser extent 
subsistence agriculture. Potato crops are used to “improve the land” for cattle ranching due to the 

removal of topsoil to obtain organic matter and the use of high concentrations of fertilizers to adapt the 
soil.

Non-vegetated Non-vegetated cover includes infrastructure, housing and mining.

Unclassified (UC) Unclassified category due to the presence of clouds.
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Fig. 1. Land cover maps of the Grande and Chico rivers basin (Antioquia) for six dates

Fig. 2. Zones with management and protection policies in the basin (left) and analysis zones (right)
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only 27.5% of the territory. This zone is characterized by 
having a less active and participatory community in terms of 
conservation (Berrio-Giraldo et al., 2021).
 Given the differences in governance characteristics in both 
zones, zone A is expected to have more area and transitions 
to the pasture (PS) category compared to zone B, which is 
expected to have more area and transitions to forest (F).

Hierarchical analysis of intensity of change

 The hierarchical analysis of intensity of change is a 
methodology proposed by Aldwaik & Pontius (2012, 2013) 
and Robert Gilmore Pontius (2022). It consists of identifying 
stationary patterns, that is, similar changes across time 
intervals (Aldwaik & Pontius, 2012), as well as systematic 
transitions, understood as patterns of consequent losses 
and gains in the use and cover categories (Aldwaik & 
Pontius, 2013). Thus, it is possible to determine whether the 
change patterns are the result of systematically intensive 
processes or are due to random or uniform causes (Pontius 
et al., 2004). This methodology combines three levels of 
analysis that gradually increase in detail: interval, category, 
and transition, which are described in this section. Table 2 
shows the notation used in the equations that describe the 
methodology.
 The methodology requires land use and cover maps 
at different time points, which are employed to create 
the change matrices. A matrix can be constructed from 
the changes identified between a pair of maps from 
different dates, which constitute an interval. The matrices 
are calculated as shown in Table 3, where the diagonal is 
the area that remained unchanged for the analyzed time 

interval. The rest of the cells refer to the area of change, 
the Total Y

t+1
 row shows the area of each category at the 

second moment (final time point of the interval), and the 
Total Y

t
  column shows the area of each category at the first 

moment (initial time point of the interval).
 Once we have changed matrices T-1, we proceed to 
analyze change at three levels. At the interval level, the most 
general, we identify how the intensity and size of change 
vary across the time intervals studied, in terms of Boolean 
categories: change versus persistence. We compare the 
annual change for each interval [Y

t
,Y

t+1
], denoted as S

t
 (Eq. 

1), with a uniform rate U (Eq. 2) or Uniform Intensity (UI) 
that would exist if the annual changes were uniformly 
distributed over the entire time period Y

T
-Y

1
 (34 years for 

this study). If S
t
>U , there is a rapid change; if S

t
<U , the 

change is slow.
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Table 2. Notation used in the equations (Aldwaik & Pontius, 2013)

J Number of categories

i Index for the category at the initial time point of the interval

j Index for the category at the final time point of the interval

m Index for the losing category in the transition of interest

n Index for the gaining category in the transition of interest

T Number of time points or maps, equivalent to six in this case

t Index for the initial time point of interval [Y
t
,Y

t+1
], where t ranges from 1 to T-1

Y
t

Year at time point t

C
tij

Number of pixels that transition from category i to category j for interval [Y
t
,Y

t+1
]

S
t

Annual change for interval [Y
t
,Y

t+1
]

U Uniform annual change over the time extent [Y
1
,Y

6
 ]

G
tj

Annual intensity of gain of category j for interval [Y
t
,Y

t+1
] related to the size of category j at time point t+1

L
ti

Annual intensity of loss of category i for interval [Y
t
,Y

t+1
] related to the size of category i at time point t

R
tin

Annual intensity of transition from category i to category n for interval [Y
t
,Y

t+1
] related to the size of category i at time 

point t, where i≠n

W
tn

Uniform annual intensity of transition from all categories other than n to category n for interval [Y
t
,Y

t+1
] related to the size 

of categories other than n at time point t

Q
tmj

Annual intensity of transition from category j to category m for interval [Y
t
,Y

t+1
] related to the size of category j at time 

point t+1, where j≠m

V
tm

Uniform annual intensity of transition from all categories other than m to category j for interval [Y
t
,Y

t+1
] related to the size 

of all the categories other than m at time point t+1

(1)

(2)
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 At the category level, we study how the intensity and 
size of the net gains and losses of each category vary 
across time intervals. At this level, the analysis is integrated 
with the previous level by comparing the metrics of losses 
L

ti
 (Eq. 3) and gains G

tj
 (Eq. 4) with the UI of losses and gains 

of all categories S
t
 (Eq. 1). In other words, the observed 

intensities are compared with an annual UI of change 
that would exist if the change within each interval were 
uniformly distributed across the spatial extent. If L

tj
, G

tj
>S

t
, 

the category is active; if L
tj
, G

tj
<S

t
 the category is dormant.  

 At the transition level, the most detailed, we identify how 
the intensity and size of the transitions of a category vary across 
the other categories available for that transition. As for the gain 
scheme of category n, R

tin
 (Eq. 5) accounts for the observed 

intensity of the annual transition from category i to category 
n for interval [Y

t
,Y

t+1
] in relation to the size of category i at time 

point t. That is, if a pixel is category    n at time point t, category 
n cannot gain that same pixel at time point t+1. W

tn
 (Eq. 6) 

presents the hypothetical intensity of uniform gain of category 
n over the entire study zone. In the comparison, if R

tin
>W

tn
, 

then the gains of n target category i (category i is transitioning 
towards n); but, if R

tin
<W

tn
, then j cannot be changed by n.

 In the loss scheme of category m, Q
tmj

 (Eq. 7) accounts 
for the observed intensity of the annual transition from 
category m to category j for interval [Y

t
,Y

t+1
] in relation to 

the size of category j at time point t+1. For its part, V
tm

 
(Eq. 8) presents the hypothetical intensity of uniform loss 
of category m over the entire study zone. Following the 
same logic as in the case of gains, if Q

tmj
>V

tm
, then losses m 

of   target category j (category j is transitioning towards m); 
but, if Q

tmj
<V

tm
, then m cannot be changed by j.

 At this level of analysis, we try to determine whether 
the transitions are systematic. A transition from category m   
to n is systematic in an interval when, simultaneously, the 
gains of n target m and the losses of m target n; that is, 
when R

tmn
>W

tn
 and Q

tmn
>V

tm
.

 Therefore, at each of the three levels, the observed 
intensities (percentages of the map obtained with Eqs. 
1–8) are compared with a UI of change that would exist 
if the change were uniformly distributed over time and 
space. When the change patterns persist across intervals, 
there is stationary change (Farfán Gutiérrez et al., 2016). 
 The results of the hierarchical analysis of intensity 
of change are validated by the opinions of three actors 
selected through convenience sampling. For selecting the 
actors, we considered the following criteria: (1) At least 

Table 3. Change matrix (Aldwaik & Pontius, 2013)

Time point  
Time point t+1

Category 1 Category j Category J Total Y
i

Loss i

Category  1

Category  i

Category  J

Total  Y
t+1

Gain of  j

(3)

(6)

(4)

(5)

(7)

(8)



53

Díez-Echavarría L., Villegas-Palaciob C. and Arango-Aramburo S. SCALING THE LANDSCAPE: REVEALING LAND USE AND ...

one of them must inhabit and work in the municipality 
corresponding to the study area; (2) the actor must be 
related and know the study area for more than 10 years; 
and (3) the actor must have different experiences and 
interests (e.g., conservation role or productive role).. In 
sum, the selected actors were i) an officer of the Municipal 
Agricultural and Livestock Technical Assistance Unit, ii) 
an ex-officer of DMI and actual NGO member, and iii) an 
officer of the environmental authority. Opinions were 
collected through semi-structured interviews comprising 
20 questions, conducted in May and June 2022. The first 
two actors were interviewed in person, while the last one 
was interviewed virtually.

RESULTS

 This section analyzes the results of the changes in five 
time intervals, both in the entire basin and in zones A and 
B, resulting in fifteen change matrices. The matrices take 
the form shown in Table 4, which corresponds to the entire 
basin during the first interval (1985–1995), where there 
were changes in 57,952 ha (45% of the total area).
 Despite the importance of the information presented 
in the matrices, it is necessary to classify the types of 
change found: net change is the difference between the 
total area of each category within the two-time points, 
total change is the sum of the gain area, and the loss area 

of each category, and exchange is the difference between 
total change and net change, that is, the area of each 
category can be the same within the two-time points, but 
with different locations (Manandhar et al., 2010; Pontius 
et al., 2004). Table 5 details these values, with the crop (C) 
category reporting the largest area of change. 

First level: time interval

 At this level, we seek to identify in what time intervals 
the annual rate of overall change is relatively slow or fast. To 
this end, we compare the observed intensities (Eq. 1) with 
an annual UI of change, which would exist if the change 
within each interval were uniformly distributed across all 
times (Eq. 2).
 Fig. 3 shows the annual intensity on the left and the 
observed change on the right for the entire basin and 
zones A and B. We observe that in no time interval and in 
no analysis zone were there uniform changes because the 
observed annual rates of change were above or below the 
reference line (5.46, 4.06, and 5.80, respectively). In addition, 
no stationary patterns were found because the speed of 
change across intervals was variable. The annual intensity 
of change was fast in the second, fourth, and fifth time 
intervals, which suggests that, since 2010, there has been 
an acceleration in the change processes for all zones. Note 
that high values of observed change do not necessarily 

Table 5. Percentage of total change (TC), net change (NC), and exchange (EXC) between each interval of the six time 
points for the entire basin

Table 4. Matrix of changes in the land use and covers (ha) of the entire basin between 1985 and 1995. The land covers are 
forest (F), paramo (P), water (W), pasture (PS), crop (C), non-vegetated (NV), and unclassified (U). Diagonal entries show 

persistence, while off-diagonal entries show transition

1985-1995 1995-2000 2000-2010 2010-2015 2015-2019

TC NC EXC TC NC EXC TC NC EXC TC NC EXC TC NC EXC

F 10.86 6.61 4.25 7.38 2.06 5.32 10.23 4.82 5.41 11.85 5.86 5.99 11.69 0.96 10.74

P 0.76 0.34 0.42 0.42 0.09 0.33 0.30 0.11 0.19 0.37 0.16 0.22 0.37 0.05 0.32

W 0.70 0.66 0.04 0.10 0.08 0.02 0.08 0.06 0.02 0.14 0.04 0.09 0.13 0.02 0.11

PS 19.65 4.76 14.89 13.52 7.27 6.25 15.57 1.98 13.59 14.54 1.63 12.91 17.02 9.51 7.51

C 35.14 10.19 24.95 27.87 16.33 11.54 31.69 10.66 21.03 27.61 15.66 11.95 26.18 19.33 6.85

NV 5.43 4.96 0.47 16.40 11.02 5.38 16.65 13.88 2.77 11.02 8.43 2.59 19.21 8.79 10.42

U 17.37 17.33 0.04 0.17 0.10 0.07 0.60 0.33 0.27 0.48 0.46 0.01 0.01 0.00 0.01

Land use-
cover 1985

Land use-cover 1995

F P W PS C I UC Total 1985 Loss

F 13417.29 6.66 9.81 150.21 2387.97 183.87 0.99 16156.8 2739.51

P 29.88 364.77 2.25 45.72 510.57 104.58 16.74 1074.51 709.74

W 1.53 - 16.02 0.27 0.09 22.77 - 40.68 24.66

PS 2847.6 0.09 285.48 13001.58 10992.69 1607.22 0.09 28734.75 15733.17

C 5122.08 120.87 511.2 6307.02 43630.56 4012.47 5.4 59709.6 16079.04

NV 19.35 0.27 72.36 59.85 148.77 482.58 0.09 783.27 300.69

U 3243.33 143.46 - 3036.06 15179.4 762.93 28.08 22393.26 22365.18

Total 1995 24681.06 636.12 897.12 22600.71 72850.05 7176.42 51.39 70940.88

Gain 11263.77 271.35 881.1 9599.13 29219.49 6693.84 23.31
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imply high intensity because the latter depends on the 
duration of the time interval (Eq. 1). For example, in the 
case of the entire basin, a change of 45% of the area in 10 
years (Interval 1) is different from a change of 33% of the 
area in 5 years (Interval 2).
 As for the differences among zones, although they have 
similar behaviors (the same intervals are above the UI line), 
they differ in their magnitudes. We observe lower activity 
in Zone A than in Zone B in terms of intensity of change (left 
panel) when comparing the UI values (4.06 and 5.80) and 
realizing that the values of each interval are closer to the 
UI in the first case, as well as in terms of observed change 
(right panel) when comparing the percentages. Moreover, 
the activity in Zone A is lower than that in the entire basin, 
while the activity in Zone B is higher.

Second level: changes in categories

 At the second level of analysis, we determine whether 
the pattern of a category is stable across time intervals in 
terms of intensity of gains (Eq. 4) and losses (Eq. 3). Fig. 4 
presents the intensities of each analysis zone in the five 
intervals. In all cases, we observe that the intensity of the 
changes is not uniformly distributed across categories 
because the bars do not end exactly at the UI line of each 
interval. Moreover, both the behaviors and magnitudes 
differ across zones.
 In general, the category that has remained active 
(above the UI line) for all intervals and zones is non-
vegetated (NV), always in terms of gains. In other words, it 
is a stationary change in gains. The water (W) and forest (F) 
categories have remained dormant both in terms of losses 
and gains, except in the first interval (1985–1995). In the 

case of the water (W) category, its activity rate (9.82 in the 
entire basin and Zone B) is explained by the creation of the 
Río Grande II reservoir in 1991. As for the forest (F) category, 
the rate of gains (4.56 in the entire basin and 5.78 in Zone 
B) displays values close to the UI. Therefore, we can say 
that, since 1995, these two categories have had stationary 
inactivity in terms of losses and gains. 
 When comparing the zones, the UI values of Zone A are 
always lower than those of the entire basin, while the UI 
values of Zone B are always higher. This variation may be 
explained by the proportion of the categories, in the sense 
that Zone A has the highest proportion of forest (F) of the 
three zones (Fig. A.1), and this category is one of the least 
active in the basin. We should also consider that the forest 
(F) activity in Zone A is always lower than in Zone B, both in 
terms of losses and gains.
 Each table shows the annual percentage of change 
for each category, including the UI value. If the bars are 
above the value, the category is active; if they are below, 
the category is dormant.
 We also wanted to find out which categories are active 
in the time intervals of fast change (2, 4, and 5). In the entire 
basin, we found that, in these three intervals, the crop (C) 
category was active in terms of losses and the pasture (PS) 
category was active in terms of gains. This demonstrates 
the prevalence of livestock farming as economic activity 
in the zone (Corantioquia & Universidad Nacional de 
Colombia, 2015). Furthermore, since the acceleration in the 
intensity of change in 2010, the pasture (PS) category was 
active in terms of gains in Zone A (with intensities of 6.88 
and 9.91 in intervals 4 and 5, respectively), while dormant 
in Zone B (with intensities of 6.57 and 9.74 in intervals 4 and 
5, respectively), despite having similar values.

Fig. 3. Analysis of change at the interval level, broken down by zones. On the left, we find the annual intensity of change 
for each time interval (the red line represents the intensity value if the changes were uniform). If the intensity of change 
is above the red line, the period has a fast change; if it is below the red line, the period has a slow change. On the right, 

we find the observed change for each interval
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Fig. 4. Analysis of the intensity of change in the categories in the five intervals, broken down by zones
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Third level: transitions

 Having previously identified the categories that have 
specific patterns of loss and gain, at the third level of 
analysis we determine which transitions are particularly 
intense in a given time interval. In other words, we identify 
the categories that are targeted (Eq. 5) or avoided (Eq. 7), 
by comparing the observed intensity of each transition 
with a UI that would exist if the transition were uniformly 
distributed across the categories available for that change 
(Eqs. 6 and 8).
 For this level of analysis, we present the relevant 
transition patterns found in the previous levels: i) the 
stationary change in terms of non-vegetated (NV) gains 
across all intervals and zones, ii) the pasture (PS) gain in the 
fast change intervals in the entire basin and Zone A, and iii) 

the crop (C) loss in the fast change intervals across all zones.
 Fig. 5 presents the intensity of change from all categories 
to non-vegetated (NV) across all zones. As constant patterns 
in all intervals and zones, we found that the crop (C) category 
is always susceptible to being replaced by non-vegetated 
(NV) because its intensity of transition is above the UI. Also, 
we avoid the forest (F) category during this transition, as its 
intensity of transition falls below the UI.
 Fig. 6 presents the intensity of transition from all 
categories to pasture (PS) in the two zones that showed 
active behavior at the category level (entire basin and Zone A) 
for the three fast change intervals. We observed that, in the 
two zones, the crop (C) and non-vegetated (NV) categories 
are always targeted to be changed to pasture (PS) because 
their intensity of transition is above the UI. Furthermore, this 
transition does not involve the other categories.

Fig. 5. Analysis of the intensity of the change from all categories to non-vegetated (NV) across all zones and intervals. 
Percentage of change from each category to non-vegetated (NV), including the UI value. If the bars are above the value, 

the category is targeted to be changed to non-vegetated (NV); if they are below, the category is avoided from being 
changed to non-vegetated (NV)
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 Fig. 7 shows the intensity of transition from crop (C) to 
the other categories for the rapid change intervals and in all 
zones. Among the stationary transition patterns, we observe 
that, for the three fast change intervals, there is a transition 
from crop (C) to non-vegetated (NV) in all three zones, to 
pasture (PS) in Zone A, and to paramo (P) in Zone B because 
their intensity of transition is above the UI. In addition, forest 
(F) is the avoided category in this transition across all zones. 
These results align with the observations in Fig. 5 and Fig. 6, 
where the target category for the transitions is crop (C).

Analysis of change patterns

 Based on the evidence from the three levels, we found 
an acceleration in the change processes since 2010 for all 
zones. Non-vegetated (NV) gains for all time intervals and 
crop (C) losses since 2010 were also identified as stationary 
patterns.
 Zone A exhibits a lower intensity of change, mainly 
because it has a greater proportion of forest (F) than Zone B 
(Fig. A.1 of the annexes) and the entire basin; moreover, this 
category is the least active. We highlight the non-vegetated 
(NV) – pasture (PS) and crop (C) – pasture (PS) transitions. In 
fact, the pasture (PS) category has had active gains since 
the acceleration in changes in 2010. Based on these results 
and the tendencies revealed by (Berrio-Giraldo et al., 2021, 
2024), (Corantioquia & Universidad Nacional de Colombia, 
2015) and (España, 2020), we hypothesize that the changes 
in Zone A are the result of livestock farming becoming 
increasingly attractive to landowners, especially over the 
last decade.
 According to the interviews, actor 1 supports this 
hypothesis for four reasons: (i) “unlike agriculture, dairy 
farming provides a daily cash flow, which is very important 
to farmers”; (ii) “the rest of the basin has a rooted dairy 

culture, which makes the business more feasible”; (iii) 
“dairy companies have a strong presence in the daily life 
of farmers; for example, the cooperative Colanta gives 
them loans, sells to them on credit, trains them, pick their 
milk… Everything!”; and (iv) “the boom and appreciation 
of land value: a farm in pasture is worth more than in oak. 
It has a better price and is more marketable”. Similarly, 
actor 2 states: (i) “livestock farming is cash flow”; (ii) “here 
[Zone A] people already have a livestock farming tradition”; 
(iii) “there is always someone who buys the milk. Many 
companies guarantee work,” and (iv) “dairy farming has 
more prestige than agriculture”. For their part, actor 3 says 
that “the companies located in this zone launch important 
and constant marketing campaigns to captivate dairy 
farmers.” Among other different reasons, actor 1 says that 
“in this zone [Zone A], due to the types of soil and elevation, 
conditions are not optimal to produce commercial crops 
and their marketing is not as good there as it is in the 
other zone [Zone B].” In addition, actor 3 points out that 
“farmers have acquired a high level of knowledge in the 
management of pastures.”
 In contrast, Zone B presents a higher intensity of change, 
mainly because it has a greater proportion of pasture (PS), 
crop (C), and non-vegetated (NV) than Zone A (Fig. A.2 of 
the annexes) and the entire basin. We recognize that the 
factors making livestock farming appealing in Zone A may 
also apply to Zone B, given the substantial annual gains in 
pasture (PS). However, according to the methodology of 
the hierarchical analysis of the intensity of change, such a 
change in Zone B would be driven by random processes 
due to the area of the category. To develop hypotheses 
regarding the causes of change in Zone B, we recommend 
applying the methodology in other extents. 
 Finally, thanks to the implementation of management 
and protection policies, along with community 

Fig. 6. Analysis of intensity of change from all categories to pasture (PS) for the fast intervals in the entire basin and 
Zone A. Percentage of change from each category to pasture (PS), including the UI value. If the bars are above the value, it 
is considered as a target category to be changed to pasture (PS); if they are below, the category is avoided to be changed 

to pasture (PS)
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participation in conservation initiatives in Zone A, we would 
expect a lower intensity of pasture (PS) gains than in Zone B. 
It is worth mentioning that this scenario is not an indicator 
of policy performance because pasture (PS) gains do not 
imply systematic losses in categories such as forest (F) and 
paramo (P). However, provided the evidence of a counter-
intuitive change process, we recommend conducting 
studies in this zone to understand the role of governance 
and its effect on ecosystem services in the long term.

DISCUSSION

 LULCC studies typically use biogeographic criteria, such 
as basins, sub-basins, or functional zones, to delimit the areas 
of interest. However, the diverse and heterogeneous causes 
of LULCC across different regions suggest that alternative 
delimitations should also be considered. This study proposes 
using governance conditions as a criterion for delimiting 
study areas, aiming to reveal previously unknown facts about 
the drivers and patterns of LULCC.
 We found that varying the spatial extent of the study can 
uncover different types of underlying drivers for the observed 
changes. By analyzing LULCC across diverse areas, it is possible 
to isolate multiple causes and gain a deeper understanding of 
the change patterns. Reducing the spatial extent, in particular, 
can reveal finer details in LULCC patterns, as supported by the 
findings of Turner et al. (1989) and Wu (2004).
 Once the zone has been selected, other challenges appear. 
Aldwaik & Pontius, (2012) present the need to understand 
how large dormant categories can influence the analysis. The 
comparison between the three zones contributes to this need 
by showing that larger proportions of dormant categories, 
such as forest (F) in Zone A, lower the UI and highlight other 
active changes.

 Regarding the study zone, Berrio-Giraldo et al. (2021, 
2024) and España (2020) observed that the villages in 
Zone A have slower LULCC modulated by environmental 
protection policies, and higher institutional efficiency, 
as well as by the intrinsic motivation of the community 
(Marsiglia Rivera, 2017), but they also recognize that pasture 
(PS) has become increasingly important for livestock 
activities in the entire basin. The dynamics of transitions to 
pasture (PS) that are revealed in this zone are not only local 
in the basin but also national (Rodríguez Eraso et al., 2013) 
and regional (see (Guarderas et al., 2022; Wassenaar et al., 
2007; Zimmerer & Vaca, 2016)).
 Environmental management and protection policies 
are often designed without community involvement 
and later communicated, which can lead to conflict 
(Velásquez Cartagena, 2020). A clear example of this is the 
transformation of low stubble lands (forest (F) in this work) 
for the expansion of extensive cattle farming (dairy and 
dual-purpose), a practice driven by the economic interests 
of local communities, cooperatives, and dairy companies 
operating in the basin (PNUD & Corantioquia, 2020). Due 
to noncompliance with existing policies, the DMI was 
updated in 2020 to address this issue. The revised document 
emphasizes key strategies such as monitoring restoration 
on public lands, strengthening control and surveillance, 
reinforcing the role of forest rangers, and supporting the 
transition to sustainable agricultural practices. While all 
these measures are important, the last two play a crucial 
role in reducing land use conflicts by fostering institutional 
legitimacy and trust, thereby increasing compliance with 
regulations (Bodin et al., 2006; Ostrom, 1990) Specifically, 
forest rangers not only ensure control and surveillance 
but also act as intermediaries between the community 
and environmental authorities, helping to align interests. 

Fig. 7. Analysis of intensity of change from crop (C) to all other categories for the fast change intervals and in all zones. 
The percentage of change to each category from crop (C), including the UI value. If the bars are above the value, it is 

considered a target category to be changed from crop (C); if they are below, the category is avoided from being changed from 
crop (C)
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Additionally, sustained and adequate support for 
sustainable practices must be tailored to the community’s 
needs to ensure long-term success. 
 While our research’s results are consistent with 
previous studies in the basin, the country, and the region, 
the implications and policy recommendations differ due 
to the more in-depth contextual analysis enabled by the 
methodology. Specifically, the inactivity or increases of 
forest (F) in the villages of Zone A that are observed at the 
aggregate level (entire basin) could provide positive signals, 
but the health of ecosystem functions and services cannot 
be guaranteed until the effect of increased pasture (PS) at 
the disaggregated level (smaller zones) is understood.
 To address this complexity, we argue that 
hierarchical analysis of the intensity of change and other 
methodologies like nested clustering (see (Sietz et al., 
2017)) can be used together to identify LULCC patterns 
more effectively across scales. Hierarchical analysis serves 
as an initial step to quantify and visualize the magnitude 
and distribution of changes across different spatial extents 
(e.g., basin, sub-basin, villages), providing a broad overview 
of significant areas of change. Nested clustering can then 
be applied within these critical zones to group areas 
based on similarities in LULCC processes or drivers, such 
as governance conditions or socioeconomic dynamics. 
This two-step approach ensures that both aggregate 
trends and localized drivers are captured, linking macro-
level patterns with micro-level complexities. By integrating 
these methodologies, it becomes possible to identify 
priority areas for intervention while accounting for both 
overarching trends and finer-scale nuances, essential for 
informing governance strategies and sustainable land 
management in heterogeneous regions.

CONCLUSIONS

 Many studies analyzing land use and land cover change 
(LULCC) rely on generic spatial units, such as entire basins. 

In our study, we have investigated whether different spatial 
extents within the Grande and Chico Rivers basin in the 
Colombian Andes reveal distinct LULCC patterns and 
whether these patterns can be linked to underlying drivers. 
Our findings highlight the importance of disaggregating 
analyses and using spatial units defined by specific criteria, 
such as governance, to identify the scale at which key 
LULCC processes are most accurately characterized.
 More precisely, we found that LULCC patterns vary 
between the entire basin and its subzones, especially 
after 2010, a period marked by a significant acceleration 
in land transformations across all scales. Although the 
basin as a whole experienced an overall intensification 
of change, only Zone A – characterized by stronger local 
governance and community-based conservation efforts-
exhibited systematic and sustained gains in pastureland. 
The evidence suggests that localized socio-economic 
dynamics, particularly those related to dairy production, 
are central drivers of LULCC in the region.
 Transition-level analysis confirmed that cropland was 
the primary source of pasture expansion, both in the 
entire basin and in Zone A. For example, the intensity of 
crop-pasture transitions during the 2015–2019 interval 
reached 5.11, notably exceeding the expected uniform 
intensity of 3.06. These quantitative trends were reinforced 
by qualitative data from semi-structured interviews, which 
revealed that dairy farming has become an increasingly 
attractive livelihood option in Zone A. Interviewees 
emphasized several motivating factors, including daily 
cash income, cooperative support, cultural tradition, social 
prestige, and the increasing value of pastureland.
 Overall, this research highlights the importance of 
integrating scale-sensitive LULCC metrics with contextual 
analysis of governance and local dynamics. By doing so, 
it is possible to detect shaded patterns that broader-scale 
analyses might overlook. These insights are crucial for 
informing conservation and land-use planning efforts that 
are responsive to the socio-ecological complexity.
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Fig. A.1. Land cover maps of Zone A in the Grande River basin (Antioquia) for six dates
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Fig. A.2. Land cover maps of Zone B in the Grande River basin (Antioquia) for six dates
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ABSTRACT. Reproductive characteristics are important tools for sustainable forestry and to transmit present gene diversity 
to future generations by forestry practices. Knowledge and estimation of fertility variation and its linkage parameters, such 
as population size and gene diversity in seed crops calculated by reproductive traits, are used widely because of their many 
advantages. Forestry practices use estimates of these parameters for various purposes, including natural regeneration, 
establishment, and management of seed sources.. In this study, cone and seed production and their effect on fertility variation 
were examined in two natural populations (P1 & P2) of Taurus cedar (Cedrus libani A. Rich.) sampled from the southern part 
of Türkiye. Numbers of mature cones, which were two years old and filled with seeds, were counted from fifty trees selected 
phenotypically from each population in 2023. The averages of cone and seed number were 90 and 33, and 5321 and 3115 
per tree in the populations P1 and P2, respectively. Among individuals within a population, and between populations, there 
were large differences in cone and seed production. The percentages of filled seeds were 94% in P1 and 83% in P2. There were 
significant differences (p<0.05) between populations in terms of the production and percentage of filled seeds, according to 
results of analysis of variance. Estimated fertility variations (Ψ<2) were in good accordance with the target (Ψ<3). The effective 
number of parents ranged from 30.1 (60% of number of individuals) to 41.4 (83%). Besides, data sets can be used to fill the 
FLR-Library.
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INTRODUCTION

 C. libani is widely distributed in the Taurus Mountains 
of southern Türkiye, along with some local populations in 
the Black Sea region of Türkiye, and there are remaining 
populations in Lebanon and Syria (Boydak 2003). The 
species occurs mainly between 800 and 2100 m asl. Taurus 
cedar also has natural distribution as small populations, 
groups, or individuals both at 500-600 m and 2400 m as 
lower and higher altitudes (Boydak 2003; Odabaşı 1990). 
To improve legibility, replace with: Taurus cedar, which is a 
remarkable evergreen conifer, can live for up to 1000 years 
or more, growing into a monumental tree with a 3 m stem 
diameter and 50 m height (Boydak 2003).. Monoecious 
Taurus cedar has 3-5 cm male and 1-1.5 cm female strobili 
with mature cones that are  8-10 cm in length and 4-6 cm 
in diameter (Boydak 2003; Odabaşı 1990) (Fig. 1). 
 Depending on its elevation, pollination occurs in 
September or early October. Between April and June of 

the following year, cone lets develop into mature cones in 
about 25-26 months after flowering (Evcimen 1963; Bilir, 
Kang 2021). C. libani is classified as one of the important 
species ecologically and commercially for Turkish forestry. 
It is also a target species of the “National Tree Breeding and 
Seed Production Programme” (Koski, Antola 1993) because 
of its valuable wood and non-wood products, social-cultural 
importance for rural area, and adaptation ability to various 
and changeable ecological conditions such as climate. 
Taurus cedar is widely used in plantation, afforestation, 
and other forestry practices such as forest restoration as 
a natural or exotic species due to these characteristics 
(Bilir, Kang 2021). Fertility data is one of the important 
guides to establishing successful plantations in different 
environmental conditions and to giving future direction 
to breeding programs and other forestry practices. Fertility 
is also one of the major tools used for various purposes 
in theoretical and applied forestry (Griffin 1982; Xie, 
Knowles 1992; Bila 2000; Kang et al. 2003; Kang, Bilir 2021). 

https://doi.org/10.24057/2071-9388-2025-3561
https://doi.org/10.24057/2071-9388-2025-3561
https://crossmark.crossref.org/dialog/?doi=10.24057/2071-9388-2025-3561&domain=pdf&date_stamp=2025-06-30
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However, differences in fertility and related factors have 
been measured using reproductive features like strobili, 
cones, flowers, and seeds in different plant species.  (Xie, 
Knowles 1992; Roeder et al. 1989; Savolainen et al. 1993). 
Although many studies have looked at fertility differences 
mainly through individual strobili production, there has 
been very little research on cone and seed production in 
different plant species like C. libani (i.e., Bilir, Kang 2014; 
Yazıcı, Bilir 2017; Bilir, Özel 2017; Bilir, Kang 2021; Yazıcı et al. 
2023). Additionally, variation in cone and seed production 
and their fertility in C. libani has not yet been comparatively 
investigated. 
 The importance of both the quantity and quality of 
seed supply is being understood. Seed procurement and 
its quality using frontier techniques (Bernardes et al. 2022; 
Novikova et al. 2022; Novikova et al. 2023; Novikov et al. 
2021a; Novikov et al. 2021b; Novikov et al. 2019a, 2019b) 
is an important stage of the program and practices. It is 
also known that the quality of genetically improved seed 
crops, along with other morphological (i.e., grading) and 
physiological characteristics, is very important for successful 
forestry practices (Yazıcı et al. 2023) like planting. 
 The aims of this study are to estimate variations of cone 
and seed productions, to calculate the fertility variation and 
linkage parameters (i.e., population size, gene diversity) in 
two natural populations of C. libani based on cone and seed 
productions, and to discuss possible forestry practices of 
the species. 

MATERIALS AND METHODS

Data collection

 Two natural populations of Taurus cedar were sampled 
in the southern part of Türkiye (Fig. 2, Table 1). Data on the 
numbers of mature cones, two-years (NC) and filled seeds 

(NS) were collected from fifty trees selected phenotypically 
and 100 m apart in 2023. Four cones were harvested 
from each direction of sampled trees for seed extraction. 
Extracted seeds were floated to separate empty and filled 
seeds on water for 12-16 hours. Thereafter, the number 
of empty and filled seeds was counted (Fig. 3), and the 
percentage of filled seeds (NS%) was calculated.

Data analysis

 The ANOVA-test of the SPSS statistical package (SPSS 
2011) was used for analyzing the productivity indicators of 
cones and seeds in the Taurus cedar populations. If we define 
the letter l for the number of each surveyed tree, and the 
letter k for the population number, then the indicator variant 
is expressed by the symbol Y

kl(C)
 or Y

kl(S)
 for the productivity 

of cones (C) or productivity of seeds (S), respectively. A 
variant of the productivity indicator Y

kl
 includes the terms 

μ+R
l
+e

kl
, denoting for each specific Taurus cedar population 

k the average value of μ, the random effect of R
l
 in the 

k-th population (in this study k=2, the populations were 
designated as P1 and P2), and the error e

kl
 of determination 

of the model. Guided by the methodology for calculating 
the fertility of cones (ΨC) and seed fertility (ΨS), presented 
by Kang and Lindgren (1999), and Bilir (2011), the fertility of 
the l-th tree was determined as the proportion of individual 
cones or individual seeds in the k population. In this case 
(ΨC) is the sum of one and the square of the coefficient of 
variation CV

CF
 of the fertility values of cones, and (ΨS) is the 

sum of one and the square of the coefficient of variation 
CV

S
 of the fertility values of seeds of each l-th (l = 1...N) tree. 

Further, as shown in Kang, Lindgren (1998), Park et al. (2017), 
Genetic Diversity (GD) was calculated as the difference 
between one (1) and half (1/2) of the N

p
 index characterized 

by Kang et al. (2003) a quotient of dividing the census 
number N by the corresponding fertility Ψ.
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Fig. 1. Male strobili and cones of Taurus cedar

Table 1. Geographic details of studied Taurus cedar populations

Populations Age (year) Latitude (N) Longitude (E) Average Altitude (m) Aspect

P1 60 38º49' 30º45’’ 1500 North

P2 120 37º40’ 30º51’ 1580 Northwest
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RESULTS AND DISCUSSION

Cone and seed production

 The averages of cone and seed numbers in P1 and P2 
populations were 90 and 33, and 5321 and 3115 per tree, 
respectively. Averages of cone production were 46 ranging 
from 19 to 76 for years of pooled aspects (Yazıcı, Bilir 2017), 
and 20 and 22 in two populations of Taurus cedar (Bilir, Kang 
2014). The percentages of filled seeds were 94% and 83% in 
the populations. Among individual trees within a population 
and between populations, the numbers of cones, seeds, and 
filled seeds showed large differences (Table 2). For instance, 
there were more than twenty times the differences among 
individuals in both populations for the number of filled 

seeds (Table 2). Populations had significant differences 
(p<0.05) for cone and seed production and percentage 
of filled seeds as shown by results of analysis of variance. 
The results showed the importance of the selection of 
individual trees and populations for higher reproductivity. 
The most productive 10 trees (20% of total trees) produced 
40% and 35% of total cone production in P1 and P2, 
respectively, while the percentages were 48% and 41% for 
the number of filled seeds in P1 and P2, respectively. Many 
biotic (i.e., population) and abiotic (i.e., altitude, crown 
closure) factors could explain these differences (i.e., Bila, 
Lindgren 1998; Bilir et al. 2005; Yazıcı, Bilir 2017 and 2023; 
Çatal et al. 2018; Çerçioğlu, Bilir 2018; Kang, Bilir 2021; Yazıcı 
et al. 2023; Bilir, Yazıcı 2024). Parental-balance curves in the 
populations were shown by means of cumulative gamete 

(b)

(b)

(a)

(a)

Fig. 2. Sampled P1 (a) and P2 (b) Taurus cedar populations

Fig. 3. Mature cones (a) and filled seeds (b) of the species used in this study 



66

contribution in Fig. 4. In both populations, individual seed 
productions were much closer to equal contribution than 
cone production (see Fig. 4). However, forestry practices 
could balance both characteristics. 
 Large differences in reproductivity were reported 
among trees within populations and among populations 
in Taurus cedar (i.e., Evcimen 1963; Odabaşı 1990; Bilir, Kang 
2014; Çatal et al. 2018; Bilir, Kang 2021; Yazıcı, Bilir 2023), 
and in various plant species (e.g., Shea 1987; Kang et al. 
2003; Bilir et al. 2005; Kang, Bilir 2021). Estimated coefficient 
of variations (CV) of the productions (Table 2) could be 
acceptable for natural populations CV ≤ 40% (Kang, Bilir 
2021).
 The average mature cone number was reported as 21 
in the species (Bilir, Kang 2014), while the average cone 
number was 47 (Yazıcı, Bilir 2017), while the result of the 
study had higher cone production (Table 2). The results 

indicated the importance of populations and years in cone 
production. Good seed years occur once every two to three 
years, depending on altitude, in natural populations of the 
species (Boydak 2003). However, the present study had one-
year data. Differences in biotic and abiotic characteristics of 
populations may have an impact on reproductive traits in the 
natural forest. Also, similar differences were found among 
individuals in populations regarding cone production and 
the number of filled seeds in natural populations of Taurus 
cedar (Evcimen 1963).

Fertility variation

 Estimations of the cone and seed fertility and linkage 
parameters were given in Table 3. As seen from Table 3, 
seed fertility (ΨS) was higher than cone fertility (ΨC) in both 
populations. 

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

(b)(a)

Table 2. Basic statistical values for cone and seed production in the populations

Statistics
P1 P2

NC NS NS% NC NS NS%

Mean 90.2 5320.5 93.5 32.9 3114.9 83.3

Range 20-250 750-18144 78.3-99.7 20-90 418-9685 39.5-97.2

CV% 60.1 82.3 5.2 46.1 64.2 16.9

Fig. 4. Parental-balance curves in the P1 (a) and P2 (b) populations
Table 3. Cone and seed fertility (Ψ

C
 & Ψ

S
), effective number of parents (Np(c) & Np(s)) and gene diversity (GD) 

in the populations

P1 P2

NC NS NC NS

ΨC & ΨS 1.35 1.66 1.21 1.41

N
p(c)

 & N
p(s)

36.97 (0.74)* 30.06 (0.6) 41.40 (0.83) 35.41 (0.71)

GD 0.987 0.983 0.988 0.986

* relative effective number of parents in the parenthesis.
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 Cone and seed fertility variations (ΨC & ΨS) estimated of 
the proportion of individual production in the population 
were acceptable for the ideal population suggested for 
natural stands (Ψ<3) (Kang 2001; Kang, Bilir 2021). Seed 
fertility (ΨS) was lower than that of cone (ΨC) in both 
populations (Table 3). Fertility variations varied according 
to populations, years, and reproductive traits in Taurus 
cedar (Bilir, Kang 2014 and 2021; Yazıcı, Bilir 2023; Yazıcı et al. 
2023). 
 The effective number of parents (N

p
) which a mirror of 

the fertility variation, ranged from 30.1 (for Ns in P1, for 60% 
of census number) to 41.4 (for Nc in P2 for 83%) (Table 3). 
The results of the present study indicated that about 83% 
of individuals for NC in the P2 behavior are under the ideal 
population. The size, equivalent to the target populations, 
was 12% (Nc) larger than Ns in P2. The difference in gene 
diversity was 0.004 between Nc and Ns (0.987 and 0.983) 
in P1 (see Table 3). The results indicated the importance of 
reproductive traits used in the estimations. Gene diversity 
was higher in P2 than P1 in both traits (see Table 3). However, 
it could be increased by forestry practices to harvest seed 
crops that have higher gene diversity for sustainable and 
adaptable forestry to different environmental conditions 
such as climate change.    
 Various reproductive traits, such as cone, strobili, fruit, 
and seed production, have been used to estimate fertility 
variation and linkage parameters in many plant species 
(Shea 1987; Roeder et al. 1989; Savolainen et al. 1993; 
Kang 2001; Bilir 2011; Kang, Bilir 2021). However, cone and 
seed were the last stage of reproductivity after pollination. 
Furthermore, collecting data on cone and seed production 

offers numerous advantages over strobilus counts. These 
advantages include ease of use, lower costs, and greater 
accuracy due to the longer lifespan and larger size of cones, 
as highlighted by various studies (Bilir, Kang 2014; Bilir, 
Kang 2021). The reproductive data for the study belonged 
to only two populations and one year. Therefore, more data 
is needed from different populations and years, including 
good and poor seed years, for estimating fertility variation 
and linkage parameters in the species.
 The following steps are necessary for the practical 
application of the data from this study. In the tenth block 
(Novikova 2022a) (Fig. A.1(b)) of the third group of the FLR-
algorithm, the which has six basic groups (Novikova 2022b) 
(Fig. A.1(a)) on the technological operations of the forest 
restoration process, it is necessary to additionally include 
data from this study (Fig. A.1(c)), along with data from a 
previous study (Yazıcı et al. 2023).

CONCLUSIONS 

 Results of the present study belong to one year and 
a limited area and number of populations of Taurus 
cedar. Future studies should be carried out to give large 
conclusions depending on geographic variation in the 
natural distribution of Taurus cedar. However, results of 
the study could be used in the local area of the species 
for different purposes, such as balancing variation in seed 
crop for higher gene diversity by various forestry practices. 
Local foresters should observe fertility variation to transmit 
gene diversity to future generations in an environmentally 
friendly way. 
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Fig. A.1. FLR-algorithm of the forest restoration technology (A), decomposing of the «Preparation of forest reproductive 
material» module (B), modification of block III of module 10 (Yazıcı et al. 2023) by evaluation algorithm operators of Taurus 
cedar cone and seed fertility (C) used in this study. Figures A) and B) are adapted and modified from the paper by co-author 

T.N. (Novikova 2022a), figure (C) is the T.N.’s own composition
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INTRODUCTION

 The urban spatial network is fundamental to the 
functioning of a city, influencing the flow of human activity, 
social interactions, and economic processes. The configuration 
of the street network plays a vital role in determining how 
effectively these elements operate. A well-organized street 
system improves connectivity and accessibility, facilitating 
smoother movement and shaping land use patterns (Hillier 
et al. 1993). Recognized as a cornerstone of urban mobility, 
the structure of urban networks has been studied extensively. 
Hillier (1996) pioneered Space Syntax, a methodology for 
examining spatial configurations, which has since been 
instrumental in revealing how street layouts affect movement 
dynamics (Seamon, 2015). 
 A key analytical tool in understanding urban networks is 
betweenness centrality, which quantifies how frequently a 
street segment falls along the shortest route between other 
points. This concept, rooted in graph theory, has become an 
essential metric for estimating the potential movement of 
pedestrians and vehicles within urban areas (Turner, 2007). By 
identifying likely paths of movement, betweenness centrality 
provides insights into how specific streets might shape land 
use and economic activity.
 Research into the relationship between urban spatial 
structures and land use has increasingly focused on 

betweenness centrality. Porta et al. (2006) demonstrated 
that streets with higher centrality scores are more likely 
to support dense land use activities, such as commercial 
and retail functions (Porta et al., 2006b). High-centrality 
streets naturally attract greater foot traffic, making them 
ideal locations for businesses that depend on visibility and 
accessibility.
 The interaction between land use and urban form is 
shaped by numerous factors, including social, economic, 
and environmental considerations. However, the spatial 
arrangement of the urban network plays a decisive role 
in directing land use patterns. Streets with high centrality 
often accommodate retail and public services, while quieter 
residential zones are typically located along streets with 
lower centrality (Marshall and Banister, 2007). Jiang and 
Claramunt (2004) identified a strong connection between 
street centrality and the diversity of land use, with high-
centrality areas supporting mixed uses that foster urban 
vibrancy and economic growth, whereas low-centrality 
zones are often characterized by single-use developments, 
such as residential or industrial areas (Jiang and Claramunt, 
2004).
 Incorporating betweenness centrality into urban 
planning has proven effective in designing more integrated 
and efficient urban environments. Sevtsuk and Mekonnen 
(2012) highlighted the value of centrality indices in guiding 

https://doi.org/10.24057/2071-9388-2025-3594
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the placement of infrastructure, transportation routes, 
and new developments (Sevtsuk and Mekonnen, 2012). 
Similarly, Shi et al. (2024) underscored the role of spatial 
analytics in optimizing the siting of commercial projects 
in fast-growing urban areas, with betweenness centrality 
serving as a critical factor in planning decisions (Shi et al., 
2024).
 Urban planning in Vietnam has traditionally been driven 
by population size, which serves as the primary metric 
for determining land use and transportation networks. 
Consequently, the spatial configuration of urban areas 
often reflects the current state of cities and their projected 
growth, relying heavily on the judgment and experience of 
planners. The absence of comprehensive legal frameworks 
for spatial planning and land use regulation frequently 
results in adjustments and reconfigurations during project 
implementation to address unforeseen challenges.
 Da Nang, Vietnam’s third-largest city, received 
approval in 2019 from the Prime Minister to undertake a 
comprehensive urban planning overhaul through 2030, with 
a longer-term vision extending to 2045 (Prime, 2019). This 
ambitious initiative encompasses multiple aspects of urban 
development, focusing on land use, infrastructure, and 
spatial reorganization. The plan emphasizes restructuring 
Da Nang’s urban framework to promote integrated growth. 
Key priorities include refining spatial development models, 
reorganizing urban zones, and aligning economic and social 
infrastructure. Additionally, the project seeks to integrate 
road, rail, and waterway networks while promoting non-
motorized transport and expanding public transit systems 
to enhance connectivity and reduce congestion. Another 
critical aspect involves developing mixed-use zones that 
combine residential, commercial, and cultural facilities, 
fostering vibrant and multifunctional urban spaces (Danang 
People’s, 2020)
 This study employs Multiple Centrality Assessment 
(MCA) and the Space Syntax methodology to address 
gaps in Da Nang’s ongoing urban planning efforts. By 
interpreting the urban network as a spatial configuration, 
the study examines key indicators, including Connectivity 
(Space Syntax), along with Closeness, Betweenness, 
Straightness, and Angular Centrality (MCA) (Porta et al., 
2006a). These metrics are analyzed in relation to the city’s 
development plans to assess their alignment and identify 
areas requiring revision. The study offers valuable insights 
into Da Nang’s spatial network, equipping planners and 
policymakers with a data-driven foundation for enhancing 
urban resilience, refining spatial strategies, and promoting 
long-term sustainable growth.

Literature Review

 Research exploring the relationship between street 
space configuration, betweenness centrality, and land use 
consistently reveals strong correlations. Rui and Ban (2014) 
demonstrated that various centrality measures in Stockholm 
are closely linked to distinct land-use types, illustrating how 
street characteristics reflect broader urban development 
patterns (Rui and Ban, 2014). Hillier et al. (1993) introduced 
the concept of configurational paradigms, proposing that 
the design of urban grids significantly influences pedestrian 
movement, with retail areas thriving due to the natural 
flow of foot traffic (Hillier et al., 1993). Porta et al. (2009) 
reinforced these findings through a study in Bologna, 
showing that areas with greater street centrality have denser 
concentrations of retail and service activities, particularly 
those associated with global betweenness (Porta et al., 
2009). Extending this framework to American cities, Berhie 

and Haq (2017) highlighted that retail clusters often align 
with configurational hotspots, shaping residential location 
choices and commuting patterns (Berhie and Haq, 2017).
 Further expanding on these insights, Das (2024) 
integrated the Gravity Index, Straightness, Betweenness, 
and Closeness Centrality to analyze the interplay between 
land use and street network configuration (Das and Ram, 
2024). Collectively, these studies underscore the critical 
role of street configuration and centrality in shaping urban 
landuse and movement. However, much of this research 
has been conducted in Western cities, where landuse and 
urban structures are formalized and clearly delineated. In 
contrast, the informal and dynamic nature of landuse in 
Vietnam necessitates further investigation to understand 
how these relationships manifest in less rigid urban 
contexts.
 Similarly, studies in Asian cities, such as Liu’s (2016) 
research on Wuhan, reveal strong links between street 
centrality and land-use intensity. Liu’s work demonstrates 
that these relationships vary across land-use types and within 
subcategories of the same landuse. However, the focus was 
primarily on landuse intensity rather than the distribution of 
land uses across the street network (Liu et al., 2016). Li (2019) 
expanded on the topic by examining the spatial distribution 
and intensity of landuse, identifying a consistent hierarchy in 
which different landuse types respond to location centrality, 
with commercial areas showing the highest sensitivity, 
followed by residential and industrial zones. This relationship 
was found to adhere to a power law, reflecting spatial 
variability in land-use intensity. Despite its broader scope, 
Li’s study primarily examined urban structures at a macro 
scale and did not account for informal land-use conversions 
by residents, which often reshape urban networks (Li et al., 
2019).
 Additional studies by Song (2023), Yin (2022), and Wang 
(2018) delve into the dynamic relationship between urban 
transportation (street centrality) and land-use intensity (Song 
et al., 2023, Yin et al., 2022, Wang et al., 2018). These studies 
highlight the interactive feedback loop between urban 
form and mobility. Meanwhile, Kang (2015) investigates the 
influence of urban spatial network indices on user behavior, 
focusing on pedestrian movement and human interaction 
within urban environments (Kang, 2015).
 The growing interest in the relationship between street 
configuration, accessibility, and social interaction reflects an 
increasing awareness among urban planners, geographers, 
and architects of the importance of spatial networks in 
shaping cities. Understanding these connections is essential 
for designing urban environments that are not only efficient 
and accessible but also socially vibrant and sustainable.

METHODOLOGY

Data preparation process

 Da Nang, located in central Vietnam, serves as the 
administrative and commercial hub of the region (Fig. 1). As of 
2019, the city had a population of 1,134,310 people (Danang 
People’s, 2020) , making it the largest city in Central Vietnam 
and the fourth largest in the country. This study utilizes street 
network data extracted from Open Street Map (OSM) using 
the Python programming language and the Osmnx package 
developed by Jeff Boeing (Boeing, 2017). This data serves 
as the foundation for Connectivity analysis in DepthmapX. 
Furthermore, the Closeness, Betweenness, Straightness, and 
Angular Centrality indexes were analyzed using the Momepy 
package created by Martin Fleischman (Fleischmann, 2019). 
Data regarding urban spatial development orientation, land 
use, and transportation networks were compiled from the 
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approved master plan of 2013 and the General Planning 
adjustment for Da Nang in 2030, with a vision extending to 
2045 (Danang, 2018). 
 
Axial Map

 Urban public space is predominantly linear in nature. 
The built environment’s street grid can be visualized as a 
network of interlinked axes, with each axis representing the 
longest sight line within a particular urban space (Fig. 2). 
These axes form the foundation for calculating the spatial 
relationships between different urban areas. By simplifying 
the urban landscape into a spatial model composed of these 
axes, we can analyze the topological, geometric, and metric 
connections between various urban spaces. This approach 
allows for a more structured understanding of how different 
areas within a city are interconnected.

  When creating an axial map, it is essential to draw it on a 
separate layer and adhere to some fundamental guidelines. 
The primary rule is to represent all streets, roads, paths, and 
similar elements as a set of the longest and fewest axial 
lines. These lines should be drawn to ensure that, at every 
change in direction, individual axial lines (also referred to 
as ‘axes’) overlap accurately. Although this may result in 
unsightly stubs at junctions and bends in curved streets, it is 
more important to avoid disconnecting streets that should 
be connected in the map. Another key principle in space 
syntax is the need to ‘unlink’ axial lines that visually cross 
each other but do not actually connect in reality. Urban 
spaces often contain overlapping axial lines that, despite 
appearing connected in a plan view, are not physically 
connected. Examples of such situations include overpasses, 
underpasses, tunnels, and stairways. Connecting these 
overlapping lines on the axial map would result in a 

Fig. 1. Danang city location and research boundary

Fig. 2. An axial representation of an urban area in Danang
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distorted and inaccurate analysis. Therefore, it’s crucial to 
use space syntax software to unlink these lines to reflect the 
actual spatial relationships accurately (van Nes et al., 2021).

Space syntax theory and technique

 Space syntax theory offers a framework for examining 
how spatial configuration impacts human behavior. It 
suggests that the organization of spaces, especially within 
urban settings, plays a crucial role in shaping movement 
patterns, social interactions, and other spatial dynamics 
(Batty, 2004). At the core of this theory is the analysis of street 
networks and the measurement of spatial characteristics, 
such as integration and connectivity (Al Sayed et al., 2014). 
By representing spatial layouts with axial lines and segments, 
space syntax allows for the measurement of how accessible 
and interconnected different spaces are (Matějček and 
Přibyl, 2020). These measurements have been demonstrated 
to correlate with pedestrian movement, social interactions, 
crime distribution, and economic activity (He et al., 2021). 
Space syntax, with its quantitative approach and predictive 
abilities, provides valuable insights for urban planning, 
architecture, and other fields focused on understanding 
and shaping the built environment. However, it is crucial to 
recognize the theory’s limitations, such as its simplification 
of complex human behavior and the need for careful 
interpretation of results within particular contexts (Caniggia 
and Maffei, 2001).
 The space syntax algorithm is a set of computational 
methods designed to analyze and quantify spatial 
configurations within buildings, urban environments, 
and other spatial systems. By using these algorithms, we 
can explore how spaces are connected, accessible, and 
integrated, as well as how these spatial characteristics 
influence human behavior and movement patterns. 
Essentially, the algorithm transforms physical spaces 
into networks of connections and calculates metrics that 
describe their spatial relationships (Van Nes, 2014).
 An important index in Space Syntax utilized in this 
research is Connectivity, which measures the direct 
accessibility of a space (or node). It represents the number 
of immediate connections a space has with other spaces. 
Essentially, Connectivity indicates how many other spaces 
or axial lines directly connect to a particular space, making 
it a fundamental metric for understanding local accessibility 
within the spatial system. For a given space or axial line i, 
the Connectivity k(i) is calculated as (Eq. 1):

 where k(i) - Connectivity of space i, N(i) - the set of 
spaces that are directly connected to space i
 DepthmapX is an open-source software developed 
by Alasdair Turner at University College London, based 
on the Space Syntax research framework. It is extensively 
used in architecture, urban design, and spatial planning 
to analyze spatial networks. The software allows users to 
perform various analyses, including Visibility Graph Analysis 
(VGA), axial line analysis, and segment analysis, to gain 
insights into spatial connectivity and movement patterns 
(Turner, 2001). DepthmapX’s graph-based analyses enable 
the measurement of spatial connectivity, integration, 
and choice, which are essential in urban planning and 
architectural design. These metrics assist planners and 
designers in assessing and optimizing the layout of cities, 
transportation systems, and buildings, thereby improving 
accessibility and functionality (Hillier & Hanson, 1988). The 

software also aids in wayfinding by analyzing how people 
navigate complex environments, such as airports and 
hospitals, offering valuable insights for enhancing spatial 
design. Additionally, DepthmapX produces visual outputs 
like heatmaps and spatial graphs, which help interpret and 
communicate spatial data effectively during the design 
process (Turner, 2007). In summary, DepthmapX is a vital 
tool for analyzing and optimizing the interaction between 
spatial configurations and human movement.

Multiple Centrality Assessment (MCA)

 Multiple Centrality Assessment (MCA) is a spatial network 
analysis method rooted in graph theory that evaluates the 
structural importance of nodes and links within urban 
networks. By analyzing how streets and intersections 
contribute to overall connectivity and movement, MCA 
offers critical insights into urban accessibility, transportation 
efficiency, and land use patterns (Crucitti et al., 2006). This 
approach aids urban planners in understanding how 
spatial configurations shape pedestrian and vehicular flow, 
informing decisions on infrastructure and development. 
MCA incorporates key centrality measures that highlight 
various dimensions of network connectivity. 
 (1) Closeness centrality reflects how accessible a node is 
by measuring its average distance to all other nodes, often 
indicating well-integrated areas that facilitate movement 
and interaction (Freeman, 2002) (Eq. 2): 

 where C
C
(v) represents the closeness centrality of node  

v,d(v,u) is the shortest path distance between node v and 
node  u, and V denotes the set of all nodes in the network. 
A higher C

C
(v) value indicates greater accessibility and 

proximity to other nodes.
 (2) Betweenness centrality identifies nodes that frequently 
appear on the shortest paths between others, underscoring 
their role as vital connectors or potential bottlenecks in the 
network (Newman, 2005). These nodes often correspond to 
commercial hubs or critical intersections (Eq. 3):

 where C
B
(v) denotes the betweenness centrality of 

node v,σ
st
 is the total number of shortest paths from node 

s to node t, and σ
st

(v) is the number of these paths that 
pass through node v. Nodes with high C

B
(v) are critical 

for facilitating movement within the network and act as 
bottlenecks or hubs for traffic flow.
 (3) Straightness centrality measures the directness of 
routes between nodes, with higher values indicating more 
efficient paths that minimize detours (Crucitti et al., 2006). 
Complementing this, angular centrality assesses the degree 
of deviation in paths, emphasizing routes with fewer turns, 
which are typically more navigable and frequently used 
(Turner, 2007) (Eq. 4):

 where C
S
(v) is the straightness centrality of node 

v,d
E
(v,u)   represents the Euclidean distance between nodes 

u,d(v,u) and is the shortest path distance, and n is the total 
number of nodes in the network. A C

S
(v) value closer to 1 

indicates that the paths are highly efficient and direct.
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 (4) Angular centrality evaluates the angular deviation 
along paths, prioritizing routes with minimal turning 
costs to ensure smoother and more efficient navigation. 
This metric highlights navigational smoothness, making it 
particularly relevant in urban studies where wayfinding and 
the directness of routes play a critical role in influencing 
movement patterns (Eq. 5).

 where C
A
(v) is the angular closeness centrality of node v, 

and θ(v,u) is the total angular deviation along the shortest path 
between nodes v and u. Nodes with high angular centrality 
values facilitate more efficient navigation by minimizing 
angular changes.
 By integrating these metrics, MCA enables urban planners 
to identify high-connectivity areas, improve transportation 
networks, and optimize land use planning. This comprehensive 
analysis enhances the design of urban spaces, fostering 
resilience, accessibility, and sustainable development (Sevtsuk 
and Mekonnen, 2012). 

RESULTS

Closeness Centrality Analysis

 Closeness Centrality is a fundamental metric in network 
analysis used to evaluate the relative “proximity” of a node to all 
other nodes within a network. It measures the average shortest 

distance from a given node to all other nodes, providing 
insight into its potential to quickly access or interact with other 
parts of the network. In simpler terms, it identifies areas with 
strong accessibility and efficient connections. Closeness 400 
and Global Closeness are two robust analytical tools frequently 
employed in infrastructure planning, each serving distinct 
purposes at varying scales of urban planning.
 Fig. 3a shows how local closeness centrality (R = 400 m) is 
spread out, focusing on connection levels within a 400-meter 
area. Red and orange areas indicate places with good local 
access, usually found in city centers, transit stations, or crowded 
areas with effective internal networks. Conversely, blue and 
green areas reflect lower connectivity levels, often associated 
with suburban or peripheral regions where infrastructure is less 
developed. This analysis reveals significant spatial disparities 
in urban accessibility, underscoring the need for targeted 
infrastructure investments. Such insights are critical for guiding 
strategic interventions aimed at enhancing mobility, reducing 
fragmentation, and promoting equitable access to services 
across the city.
 A comparison of the analysis results with existing and 
future land-use plans highlights four key areas for consideration 
(Fig. 4): Area 1: Although designated for mixed-use purposes, 
including residential, commercial, and tourism activities, 
this area exhibits relatively low local accessibility within the 
spatial structure; Area 2: Planned as a new residential area and 
envisioned as the southern urban center of the city, this region 
also demonstrates low connectivity in the analysis; Areas 3 and 
4: While positioned near the newly planned satellite urban 
centers, these areas similarly show limited local accessibility, 
indicating the need for enhanced connectivity.

(5)

Fig. 3. Closeness Centrality Analysis of Da Nang: (a) R400; (b) Rn

Fig. 4. The planned areas do not meet expectations due to the low local connectivity of the regions
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 The analysis of global closeness centrality (Fig. 3b) 
reveals a concentration of high-connectivity zones (red 
areas) within the city center, indicating a monocentric 
urban structure. This pattern is predominantly characterized 
by the dominance of areas surrounding the airport, 
encompassing districts such as Hai Chau, Thanh Khe, and 
parts of Lien Chieu and Cam Le. These districts exhibit 
superior connectivity and accessibility, making them the 
focal points of urban activity.
 In contrast, peripheral districts such as Son Tra and Ngu 
Hanh Son display low global centrality values, suggesting 
potential challenges in accessing essential services and 
economic opportunities. Such evidence highlights the 
pressing need for infrastructure development in these areas 
to improve connectivity, reduce spatial inequalities, and 
foster balanced urban development. Strategic investments 
in transportation networks could significantly enhance 
mobility, strengthen the urban fabric, and promote 
equitable growth across all regions of the city.

Betweenness Centrality Analysis

 The edge-based betweenness centrality of an urban 
road network highlights the importance of various roads 
in facilitating movement and connectivity across the city. 
Betweenness centrality measures how often a particular 
edge (road segment) lies on the shortest path between 
pairs of nodes, indicating the criticality of that edge in 
terms of traffic flow and connectivity.
 Red and dark orange lines indicate roads with high 
betweenness centrality, representing key traffic conduits 
like highways and major transit corridors. Yellow to light 
purple lines show moderate to low centrality, typically 
local streets or minor connectors. Purple and blue lines 
reflect very low centrality, representing cul-de-sacs, dead 
ends, or peripheral paths. The concentration of high-
betweenness edges in the city center and along major 
corridors highlights the structural importance of these 
routes (Fig. 5). These areas are essential for maintaining 
traffic efficiency and reducing congestion. Peripheral roads 
with low betweenness suggest limited integration with 

the core network, indicating potential areas for future 
infrastructure development to enhance connectivity. Roads 
with the highest betweenness values may face greater risk 
of congestion or disruption if blocked, underscoring the 
need for network redundancy and alternative routes to 
distribute traffic more evenly.
  When compared with the planned transportation 
network, most major roads in Da Nang’s master plan 
align with roads that exhibit high betweenness centrality. 
However, there are still certain roads with high betweenness 
centrality (highlighted in black in Fig. 6) that have been 
overlooked in the planned primary transportation 
network. Additionally, the circled areas in Fig. 6 warrant 
reconsideration during the planning of the internal road 
network. These areas remain disconnected from the 
primary planned network, highlighting the need for better 
integration to enhance connectivity across the entire urban 
system.

Straightness centrality of spatial network

 Reflects efficient paths with minimal detours, the 
straightness centrality of an urban road network, indicating 
how directly connected each road segment is to others in 
the network. Straightness centrality measures the efficiency 
of travel along a network, comparing the shortest path 
(geodesic distance) to the actual path along the network. 
High straightness values signify minimal detours, reflecting 
well-aligned, direct routes (Fig. 7a).
 The color gradient from red to blue represents roads 
with varying levels of straightness centrality, where red 
indicates high straightness and blue represents low 
straightness. Areas with high straightness centrality play a 
crucial role in facilitating efficient movement and reducing 
travel expenses. In contrast, peripheral regions with low 
straightness suggest fragmented or less direct infrastructure, 
potentially increasing travel times and limiting accessibility.
 Overall, the urban structure of central Da Nang 
is relatively coherent and well-oriented, providing 
convenience for both residents and tourists. However, 
certain areas highlighted in Fig. 7b require attention to 

Fig. 5. Betweenness Centrality Analysis of Da Nang City
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improve navigability. Enhancing these regions could involve 
restructuring the transportation network or implementing 
urban design solutions to improve coherence and 
orientation, ultimately fostering greater accessibility and 
ease of movement.
 
Exploring angular closeness centrality

 Fig. 8a visualizes the angular closeness centrality (R = 400 m) of 
an urban road network, derived from a dual graph representation. 
This analysis captures the efficiency of movement across the 
network, emphasizing angular deviations or turns along paths 
instead of just physical distance. It reflects how easily nodes 

(road intersections) can access other nodes within a 400-meter 
radius, highlighting the importance of minimizing angular 
changes for smoother navigation.
 The color gradient, ranging from red to blue, represents 
high to low angular closeness centrality. The dense clustering 
of red and orange in central and coastal areas indicates 
well-connected urban cores with efficient, direct routes that 
enhance mobility within these zones. In contrast, peripheral 
areas with blue and green segments signify lower accessibility 
and navigational efficiency, pointing to zones that could 
benefit from improved road alignment or infrastructure 
investments to reduce angular deviations.

Fig. 6. Overlay analysis of the planned transportation network and Betweenness Centrality

Fig. 7. Navigability analysis of Da Nang’s spatial network
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Fig. 9. Total Connectivity (R100)

Fig. 8. Angular closeness centrality supporting pedestrian and cycling activities

 At a global level, the dense red and orange network in 
the city center and along major corridors suggests robust 
connectivity across the entire urban area (Fig. 8b). These 
roads facilitate city-wide movement and play a crucial role in 
linking various districts and urban hubs, ensuring seamless 
travel across the city. Peripheral zones with blue and purple 
roads highlight areas with weaker connections to the overall 
network, presenting opportunities for targeted infrastructure 
development to improve accessibility. Roads with high angular 
closeness are critical for reducing travel time, alleviating 
congestion, and enhancing network resilience by providing 
direct routes that minimize detours.
 At the local level (R = 400 m), the analysis reveals that the 
current urban core network has strong potential for supporting 
pedestrian and cycling activities, particularly in the new urban 
areas in the southern region. However, older urban districts like 
Lien Chieu, Hai Chau, and Thanh Khe remain less favorable for 
these activities due to the high frequency of angular turns in 
the network (Fig. 8a).
 At the global level, the city-wide network demonstrates 
significant potential for cycling and motorbike activities 
(Fig. 8b). This connectivity provides a strong foundation 
for designing cycling routes that interlink the entire city, 
contributing to Da Nang’s ambition of developing as a 
sustainable tourism-oriented city.

Spatial Network Connectivity

 The spatial structure analysis, conducted using the axial 
map analysis method, is illustrated in Fig. 9. The color gradient, 

ranging from red to blue, represents connectivity values from 
high to low. Segments with high Total Connectivity indices 
often signify intersections where several main roads converge, 
making these areas ideal hubs for commercial or public 
activities. Conversely, segments with low Total Connectivity 
indices typically indicate quieter residential streets with limited 
accessibility and lower traffic flow, making them suitable for 
tranquil living environments.
 The analysis reveals that the southwestern part of the 
city exhibits the highest total connectivity index for its 
transportation networks. In contrast, the central urban area, 
while having lower overall connectivity, demonstrates a more 
even distribution (Fig. 9).
 Overlaying the connectivity analysis with the land use plan 
reveals that most areas designated for mixed residential and 
commercial use, as well as residential areas, align with regions 
of high connectivity indices, particularly within the urban core 
and in new urban zones to the south and northwest. Notably, 
an emerging area with high connectivity indices is planned as 
a green space and a technical infrastructure hub (marked with 
a red circle in Fig. 10).
 However, despite planning for mixed residential, 
commercial, and tourism development, the analysis also 
identifies areas that fail to meet the desired connectivity 
levels. These zones, outlined with blue dashed lines in Fig. 10, 
were intended to provide high connectivity and accessibility 
to attract human activity but are hindered by the current 
street network structure. In contrast, the area outlined with 
red dashed lines demonstrates strong potential for attracting 
human activity, even though it is currently designated as an 
industrial zone (as shown in Fig. 10).
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DISCUSSIONS

The Effectiveness of the Adjustment to the General 
Planning of Da Nang for 2030, with a Vision to 2045

 The Adjusted Master Plan of Da Nang City to 2030, 
with a Vision to 2045 emphasizes the development of a 
multi-polar urban structure integrated with an efficient 
transportation network, an approach deemed appropriate 
(Danang People’s, 2020). This aligns with the findings of this 
research, which focus on enhancing direct and efficient 
connections across the entire urban network.
 The concept of multi-polar urban development 
envisions creating multiple urban centers or “poles” to 
decentralize economic activities, alleviate congestion in 
the urban core, and promote spatially balanced growth. 
Furthermore, the adjusted master plan proposes a hierarchy 
of urban zones and small urban models (Danang People’s, 
2020). This strategy is designed to create self-sufficient hubs 
equipped with essential services, amenities, and economic 
opportunities while maintaining strong connectivity to 
other centers. Such an interconnected structure ensures 
a more equitable distribution of resources and reduces 
dependency on the city core, contributing to greater urban 
resilience.
 From a network analysis perspective, this approach 
closely aligns with the principles of global angular closeness 
centrality and global closeness centrality, emphasizing the 
importance of direct and efficient connections across the 
urban system  (Hillier, 2007, Porta et al., 2006a). By prioritizing 
well-integrated routes between urban poles, the plan seeks 
to minimize travel times, optimize accessibility, and ensure 
seamless mobility for residents (Marshall, 2004). This synergy 
between urban planning strategies and spatial network 
theory supports not only functional efficiency but also the 
city’s capacity to adapt to future growth and demographic 
shifts. Integrating these principles into planning frameworks 
underscores the transformative potential of data-driven, 
systemic approaches to sustainable urban development 
(Gehl, 2013).

 Based on the existing urban structure, the research 
findings indicate that much of the city’s primary 
transportation network is reasonably well-designed. 
However, there is a need to refine detailed urban network 
planning to enhance connectivity within the city’s main 
transportation system at a broader level.
 As observed in the overall urban design framework, 
most urban axes and focal points are concentrated in 
areas close to the water, such as along both sides of the 
Han River and the Danang Bay shoreline (Danang People’s, 
2020, Danang, 2018). The study also highlights the need for 
urban planning and design solutions to improve coherence 
and navigability in older urban areas. Since these older 
areas were developed organically, the efficiency of their 
paths, which heavily influences navigation and direct 
movement, remains limited, making it challenging to 
achieve coherence.
 The study further identifies a strong potential for 
developing cycling and pedestrian-friendly routes within 
Danang’s spatial network. However, the current master plan 
does not adequately address the construction of dedicated 
infrastructure for cyclists and pedestrians (Danang People’s, 
2020). As a tourism-oriented city, equipping such non-
motorized transport infrastructure is essential. This research 
provides a vital scientific basis for integrating these types of 
infrastructure into the urban structure.
 The planned urban network largely corresponds with 
roads exhibiting high choice indices, reflecting an overall 
efficient transportation planning strategy. However, the 
network remains incomplete, as certain road segments 
fail to support seamless movement, leading to gaps in 
connectivity at the local level. Despite these shortcomings, 
the network provides a strong foundation for essential 
urban functions such as public transport hubs, commercial 
centers, and key public services, as these areas are likely to 
experience significant use and integrate effectively with the 
local system.
 To improve and complete the city’s primary 
transportation network, modifications to the local traffic 
network are essential, especially in surrounding areas, 

Fig. 10. Comparison of land use and high-connectivity areas in urban configuration using the overlay method
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to strengthen connectivity at the neighborhood level 
(Turner, 2007). The research also highlights that revising 
land use patterns can help attract activity flows within 
this framework. For instance, although Nguyen Huu Tho 
Street near Danang Airport shows a low choice index in the 
overall street network, data from the Danang Department 
of Transportation (Danang People’s Committee, 2020) 
reveals significant traffic flow along this road due to the 
diverse land use types surrounding it. This observation 
aligns with other studies that underscore the strong link 
between land use planning and street-level activity (Do & 
Do, 2024), as well as the influence of road infrastructure on 
urban settlements and the socioeconomic characteristics 
of residents(Won et al., 2015).

Implications for Danang’s General Planning

 For general urban planning, it is crucial to reorganize 
the functions of various urban core areas to enhance their 
service capacity, guided by analyses of the urban network 
structure. As illustrated in Fig. 11, the city’s spatial structure 
is divided into six distinct zones. 
 The central urban area stems from the historic core, 
while two new satellite urban zones have been established 
to the south and west of this core. These satellite areas 
are designed to support and reduce the burden on the 
historic urban core, aligning with the objectives of Da 
Nang’s updated master plan (Danang People’s Committee, 
2020). This study proposes the establishment of three new 
supportive urban areas in Danang, strategically located 
in the northwest, west, and southwest. These areas are 
envisioned as hub cities that facilitate connections between 
the city and external regions (see Fig. 11). Serving as critical 
nodes for urban activities, these hubs play a pivotal role in 
distributing various activities between internal and external 
areas. The overall spatial structure is designed to create a 
hierarchical relationship within the urban network. Arrows 
illustrate the interactions between urban sub-regions, 

clarifying the distinct roles of each area within the broader 
network. Furthermore, this reorganization supports the 
preservation and enhancement of urban ecological 
values, ensuring a balance between development and 
environmental sustainability (Do et al., 2018).
 To complement the promotion of mixed land use, 
it is essential to review and adjust land use structures to 
align with the functions of the proposed urban framework. 
Strategic allocation of land types is crucial: residential, 
commercial, public service areas, green spaces, and other 
uses should be concentrated in the core urban area and 
the new satellite urban zones. In suburban regions, facilities 
such as industrial zones, production areas, road and 
waterway infrastructure, and large commercial trading hubs 
should be prioritized. Additionally, static transportation 
infrastructure should be integrated with open spaces and 
green areas to enhance connectivity and foster seamless 
interaction between local regions.
  
CONCLUSION

 The structure of an urban spatial network plays a 
crucial role in shaping a city’s development patterns. As a 
result, many cities worldwide adopt the transit-oriented 
development (TOD) model in their urban planning strategies. 
However, Asian cities, including those in Vietnam, have not 
effectively leveraged public transportation to guide urban 
development.. Instead, urban growth typically follows a 
straightforward pattern of expansion along transportation 
routes, where construction takes place wherever roads exist.
 Fortunately, theories such as space syntax and graph 
theory provide tools to quantify the geometric properties of 
spatial structures, enabling the identification of issues related 
to movement within the urban network. These theories also 
emphasize the connection between urban configuration 
and key factors like social interactions, human mobility, and 
accessibility, offering valuable insights for improving urban 
development practices.

Fig. 11. Proposed urban structure of Danang
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 Da Nang’s general urban plan has undergone several 
adjustments, yet no scientific basis has been used to evaluate 
its effectiveness in relation to the city’s actual development. 
This study applies space syntax theory and graph theory to 
assess the adjustment project of the General Planning of Da 
Nang for 2030, with a vision to 2045. The analysis examines 
various aspects, including urban spatial development, land 
use, and transportation networks. The findings provide 
urban and transportation planners with a reliable scientific 
foundation for refining future urban plans and improving 
Da Nang’s overall planning.
 This study identifies the strengths and weaknesses of 
the General Planning of Da Nang for 2030, with a vision to 
2045. Balancing these variables is essential to achieving the 
desired outcomes.
 The adjusted master plan adopts a multi-polar urban 
structure integrated with an efficient transportation network. 
This approach aligns with the study’s findings, emphasizing 
direct and efficient connectivity to decentralize economic 
activities, reduce congestion in the urban core, and 
promote balanced growth. By incorporating the principles 
of global angular closeness and global closeness centrality, 
the plan enhances mobility, accessibility, and resilience to 
future changes.
 While the primary transportation network is efficient, 
gaps in local connectivity persist. Targeted adjustments to 
the local traffic network and mixed land use patterns can 

optimize underperforming areas. Furthermore, integrating 
cycling and pedestrian infrastructure is vital to support Da 
Nang’s tourism-oriented and sustainable development 
goals.
 The study also advocates for the development of three 
new urban hubs in the northwest, west, and southwest to 
distribute activities and ease pressure on the historic urban 
core. Aligning land use structures with these hubs will 
ensure the effective integration of residential, commercial, 
industrial, and green spaces, fostering connectivity and 
ecological preservation.
 By combining spatial network analysis with urban 
planning principles, this research provides actionable 
insights to refine Da Nang’s master plan, supporting 
sustainable, resilient, and inclusive urban development.
 However, this study primarily examines the city at a 
macro level. Incorporating both quantitative and qualitative 
research—particularly by comparing the spatial structure 
of traffic with land use planning at the master plan level—
offers valuable opportunities for future planning ideas 
and strategic orientations. Future research should explore 
the relationship between three critical factors—urban 
configuration, urban movements, and land use patterns—
at different scales. Such studies will help explain and 
understand the specific adjustments needed to improve 
urban mobility effectively.
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ABSTRACT. Fine particulate matter (PM2.5), classified as airborne, adversely affects human health and the environment. 
This study examined the concentration and variability of PM2.5 and its correlation with meteorological variables in Brazil. 
The annual average highest concentration of PM2.5 (kg-m-3) 5.65×10-9 was found in the western part of the country. A low 
concentration of PM2.5 (kg-m-3), 0.21×10-9 was reported in North, East, and South Brazil. Mann-Kendall and Sen’s slope statistics 
were applied to find the trend and magnitude in the time series. Mann-Kendall (MAK)-Tau shows a positive significant trend 
(1 to 0.41) detected in the south, midwest, and southeastern Brazil. The Mann-Kendall (MAK)-Tau trend test was applied. The 
Sen’s Slope rate ranged from 6.98 to 4.54 in the midwest, south, and southeast regions of Brazil, respectively. In 24 years, an 
overall negative PM2.5 trend of -3.17 and -5.18 is shown in the north and northeast, respectively. This study evaluated PM2.5 
correlation with prevailing meteorological variables using various statistical techniques computed in R-Studio. Cross-wavelet 
Transform (CWT) analysis was used to examine the time and magnitude of PM2.5 with prevailing meteorological variables. The 
CWT analysis is statistically significant. The application of CWT analysis has revealed high leading and lagging in-phase and 
anti-phase correlations with prevailing meteorological variables, e.g., relative humidity, precipitation, temperature, and wind 
speed variables that have influenced the temporal concentration of PM2.5.
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INTRODUCTION

 PM2.5 is classified as airborne fine particulate matter. Its 
diameter is 2.5 microns or less (≤ 2.5 μm). PM2.5 is generated 
from combustion sources and is documented as an 
important contributor to air quality (Chen et al. 2020; Wu et 
al. 2023). PM2.5 mass concentration standard value is diverse 
for each country. In 2006, the safety limits for particulate 
matter (PM) in the atmosphere were established by the 
World Health Organization (WHO). The value range for PM2.5 
was determined to be 10 μg/m3(per annum) and 25 μg/m3 
(24-hour average). In 2021, WHO issued the updated values 
of PM2.5 and PM10 concentration. The maximum annual 
value should be correspondingly 5 µg/m3 and 15 μg/m3, for 
PM2.5 and PM10 (WHO 2021). PM2.5 poses a significant adverse 
effect not only on climate, ecosystems, and visibility but 
also on human health (Faridi et al. 2019; Fatima et al. 2023; 
Wang et al. 2023).

 Biomass burning and energy use are the main 
contributors to the emission and concentration of 
particulate matter in the atmosphere. Other anthropogenic 
activities, e.g., brick kilns, agricultural activities, industrial 
and vehicle emissions, and waste incineration, are key 
factors of atmospheric particulate matter (Guttikunda et al. 
2019; Amnuaylojaroen et al. 2020; Amit et al. 2021; Nasar-
u-Minallah et al., 2024a; Nasar-u-Minallah et al., 2024b; 
Nasar-u-Minallah et al., 2025). These variables largely affect 
changing air circulation conditions, particle proliferation, 
and distribution. Furthermore, the metrological parameters 
can be used as a gauge to improve the projected values 
of PM2.5 concentration at ground level (Liu et al. 2009). 
Climatic variability also affects the concentration of 
PM2.5. The meteorological parameters (e.g., humidity, 
precipitation, temperature, and wind speed) can affect 
the mass concentration of PM2.5 its dispersion, dilution, 
and accumulation in the air on a large scale (Tai et al. 
2010; Westervelt et al. 2016). PM2.5 is correlated with 
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precipitation and wind speed. The high wind velocity 
will lead to turbulence and advection that increase the 
dispersion of pollutants. On the other hand, precipitation 
reduces the concentration of PM2.5 through wet deposition 
and wet removal (Westervelt et al. 2016; Nguyen et al. 
2017; Zhang et al. 2018). Several studies reported that 
meteorological factors are critical in the circulation and 
removal of particulate matter from the lower atmosphere 
(Sharma et al. 2017; Das et al. 2021; Singh et al. 2021; Nasar-
u-Minallah 2024c). Saraswati et al. (2019) reported that 
the air pollutant’s dispersion was primarily affected by the 
diurnal variation in boundary layer conditions and other 
meteorological factors. Precipitation, relative humidity, 
ambient temperature, wind velocity, and direction affect 
the concentration of particulate matter in ambient air and 
scatter them from areas of high to lower concentration 
(Begum et al. 2008; Saha et al. 2019; P. Sharma et al. 2022) 
A negative correlation is found between meteorological 
factors (such as dew point, wind gust, and ambient 
temperature) and PM2.5 concentration at any given location 
(altitude and latitude) whereas, positively correlated with 
relative humidity (Das et al. 2021; Singh et al. 2021)
 The carbon content in PM2.5 scatters and absorbs the 
light and impacts atmospheric visibility (Shen et al. 2019). 
Approximately 50 percent variation in the concentration of 
PM2.5 is reported due to diurnal variation in meteorological 
parameters (Tai et al. 2012). Wang & Ogawa (2015), they 
studied PM2.5 and meteorological conditions in Nagasaki 
(Japan). The result indicated that PM2.5 has a strong 
correlation with precipitation and a weak correlation 
with temperature. Several studies have carried out the 
correlation between PM2.5 and meteorological parameters. 
In China (Wuhan) a study was led using Generalized 
Additive Models (GAM) on the correlation between PM2.5 
and meteorological parameters. The result indicated a 
37% decrease in PM2.5 concentration observed during 
precipitation (Zhang et al. 2018). Some studies have also 
reported seasonal variations of PM2.5 with meteorological 
variables. For instance, Yang et al. (2017) stated that 
seasonal variation of PM2.5 with temperature in different 
cities in China. In the winter, PM2.5 has a strong correlation 
with temperature and a weak correlation in the autumn.
 The disparity between PM2.5 and temperature in 
different seasons was reported. Temperature showed 
a weak correlation with PM2.5 in summer and autumn; 
however, there was a strong correlation in the spring and 
winter seasons (Chen et al. 2017). Conversely, an increase in 
temperature can cause variation in the formation of PM2.5. 
The higher temperature increases the photochemical 
reaction involving PM2.5. Additionally, a study conducted 
in Hong Kong from January – December 2013 reported 
a negative relationship between PM2.5 and temperature 
(Zhao et al. 2019). Brazil is experiencing several socio-
environmental challenges linked to air quality and climate 
variability. Brazil, being a continental country, is home to a 
diverse type of biomes. Apart from anthropogenic activities, 
diverse biomes are also a source of natural air pollution and 
spatio-temporal weather changes. Numerous studies have 
been carried out in Brazil focused on the concentration 
of primary pollutants, biomass burning (Squizzato et al. 
2021; Castelhano et al. 2022) effect of particulate matter 
on health (Leão et al. 2023) PM2.5 and PM10 concentrations 
(Braga et al. 2005) in major urban centers of Brazil. However, 
there is a dire need to conduct studies to evaluate the PM2.5 
concentration in Brazil (Pacheco et al., 2017). Finally, the 
literature on the correlation of particulate matter PM2.5 with 

meteorological variables in Brazil is scarce, and to the best 
of our knowledge, no study has been carried out using 
cross-wavelet over the whole of Brazil.
 This study aims to identify the gaps in previous studies 
and evaluate the variability of PM2.5 and its correlation 
with meteorological parameters in Brazil over 24 years 
(2000-2024). For that purpose, the average maps of PM2.5 
and prevailing meteorological variables were prepared; 
in addition to that, we also used wavelet coherence to 
identify the relationship of PM2.5 with other meteorological 
parameters. The Mann-Kendall test and Sen’s slope methods 
were also used. The PM2.5 concentration study is critical 
to getting a clear picture of the impact of anthropogenic 
activities on the environment. It is essential to develop 
effective planning and strategies to reduce air pollution. The 
effect of meteorological factors on PM2.5 concentration is 
well-recognized and understood (Chen et al. 2020). There is 
a dire need for correct and precise daily PM2.5 concentration 
assessment and projection to discourse environmental 
issues (Wang et al. 2022). Precise and accurate estimation 
of PM2.5 could benefit the policymakers and enable them to 
initiate the measures that can help the public manage the 
means of transportation and travelling, thus decreasing the 
effect of PM2.5 on their daily lives (Huang et al. 2021; Dong et 
al. 2022). 

METHODS AND MATERIALS

Study Area

 Brazil (geographic coordinates 10.00 S, 55.00 W) is the 
5th largest country in the world and the largest in South 
America by geographical area (8,514,877 sq. km.) while 7th 
in terms of population size (217,663,781 souls). The climatic 
setup of the country is dominated by the equatorial and 
subtropical type of climate with high temperatures 
and erratic rainfall throughout the country, apart from 
the northeast of Brazil, which receives less rainfall and is 
virtually a semi-arid region (less than 700 mm of rain per 
annum).

Data sets

 PM2.5 (kg-m−3) with spatial resolution 0.5°×0.625° was 
retrieved from the MERRA-2 reanalysis model. The surface 
radiative temperature (K) monthly product was taken at a 
spatial resolution of 1°×1° from the FLDAS model. Relative 
humidity (RH) (%) 700 hpa monthly product with a spatial 
resolution of 1°×1° was collected from Aqua Satellite 
through the AIRS instrument from 1-9-2002 to 01-01-2024. 
The wind speed (m s-1) product was acquired at 0.5°×0.625° 
spatial resolution monthly through the MERRA-2 reanalysis 
model. Precipitation (kg m-2s-1) product with 0.5°× 0.625° 
spatial resolution and temporal resolution (monthly) was 
obtained from MERRA-2 reanalysis. The data sets were 
retrieved from NASA’s Giovanni online web source1. Table 
1 displays the data set used for this study.
 ArcGIS 10.5 and R Studio were used to prepare the 
averaged maps of PM2.5 and meteorological variables, such 
as humidity, precipitation, temperature, and wind speed, 
and calculate the Sen’s slope and Mak Tau.

Mann-Kendal & Sen’s Slope

 The non-parametric Mann- Kendall (MK) test is adopted 
to evaluate the trend of PM2.5. It is a robust method for 
analyzing the monotonic trend in time series, helping to 
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84

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

identify increasing and decreasing trends in time series. It is 
calculated by following the equation (Eq. 1).

 From Eq. 1, S represents the MK-trend statistics, also known 
as Kendall’s Tau (MAK-Tau). Whereas X

m
 and X

l
 are time series 

observations (Eq. 2).

 In the above equation (Eq. 2), R
j
 and R

i
 symbolize the rank of 

X
m

 and X
l
 time series values. The number of values tends to be 

normally distributed, and significance at 95% was determined 
using a p-value < 0.05. MAK-Tau is primarily used to test the 
correlation and strength between two variables. The values 
range from −1 to +1. Sen’s slope is also a non-parametric test 
primarily used to identify the slope in time series data (Agarwal 
et al. 2021; Ray et al. 2021). Sen’s slope is computed in Eq. 3.

 From Eq. 3, Q
m

 represents the estimated slope for each 
pair of observations. The subscripts k and m are the time 
steps, where K > m. The Mann-Kendall’s and Sen’s slopes were 
calculated in R Studio.

Wavelet analysis

 Several researchers have extensively used wavelet 
transformations for time series data. Firstly, wavelet analysis was 
used for seismic signal analysis (Chen et al. 2020). Nowadays, 
wavelet analysis has been extensively used in all fields (e.g., 
mathematics, science, engineering, and geophysics) (Zhang 
et al. 2017). Discrete wavelet (DWT) and continuous wavelet 
(CWT) are the two main types of wavelet transform analysis 
(Cholianawati et al. 2024a). Several studies used a cross-wavelet 
to analyze and find out the correlation between PM2.5 and 
meteorological variables (Barik et al. 2020; Meng & Sun 2021; 

Fattah et al. 2023; Jang & Jung 2023; Cholianawati et al. 2024b). 
The Morlet wavelet function (ψ) and cross-wavelet power are 
used to understand the correlation between PM2.5 and other 
meteorological variables (Eq. 4). 

 In Eq. 4, xt denotes the time domain. Whereas Wave(τ,s) 
indicates time series in continuous wavelets, (xt, T =1,2,3…N) 
concerning wavelet ψ is defined. where s represents the 
wavelet scale, τ stands as the position of the wavelet window in 
time or the translated time index, and Ψ is the mother wavelet 
function with * representing/indicating its complex conjugate 
solution. The wavelet analysis of the time series of PM2.5 and 
meteorological variables was computed in R-Studio using 
the wavelet comp package.

RESULTS AND DISCUSSION

Spatio-temporal distribution of PM2.5 and meteorological 
variables

 Fig. 1 shows the spatiotemporal correlation of PM2.5 with 
meteorological variables from 2000-2024 in Brazil. Fig. 1a illustrates 
Brazil’s spatiotemporal PM2.5 (kg-m-3) patterns from 2000-2024. The 
map indicates that the maximum PM2.5 (kg-m-3) concentration of 
5.65×10-9 was found in the western part of the country. A low 
concentration of PM2.5 (kg-m-3), 0.21×10-9 was reported in eastern 
Brazil. The descriptive statistics of all study variables are provided 
in Table 2. The mega-cities of Brazil are home to millions of people 
residing there and vehicles as well, and they face numerous 
problems related to air pollution and particulate matter, which 
is one of them. Vehicles are considered the primary reason for 
pollutants’ emission into the atmosphere in major urban centers 
of Brazil (de Fatima Andrade et al. 2012; Requia & Azevedo de 
Melo 2024). Numerous studies documented the other sources of 
particulate matter PM2.5, e.g., biomass burning, aerosols from sea 
salt, and industrial waste and traffic congestion (Gioia et al. 2010; 
de Fatima Andrade et al. 2012; Souza et al. 2014). The central areas 
of Brazil receive a large number of gases and particulate matter 
emitted into the atmosphere due to the burning of biomass from 
July to October (dry season) (Butt et al. 2020).

Table 1. Satellite and model data used for the analysis

Data sets Source Spatial Temporal Duration

PM2.5 (kg-m-3)           MERRA-2 0.05°×0.625° Monthly 2000-2024

Relative Humidity (%) AIRS 1°×1°. Monthly 2002-2024

Wind Speed (m s-1) MERRA-2 0.05°×0.625° Monthly 2000-2024

Temperature (K) FLDAS 1°×1°. Monthly 2000-2024

Precipitation (kg m-2 s1) MERRA-2 0.05°×0.625° Monthly 2000-2024

Table 2. Descriptive statistics

PM2.5 (kg-m-3) Humidity (%) Wind Speed (m s-1) Temperature (K) Precipitation (kg m-2 s-1)

Mean 1.81×10-9 46.71 3.55 298.41 4.96 ×10-5

Median 5.82×10-11 46.92 3.45 298.25 1.41×10-6

Standard Deviation 1.61×10-9 1.97 0.38 1.40 2.40×10-5 

Minimum 1.97×10-9 41.34 2.83 295.54 1.24×10-5

Maximum 5.78×10-9 51.00 4.53 302.92 1.09×10-4

(1)

(4)

(3)

(2)
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 PM2.5 concentration induced by wildfire has been reported 
as high in the central-western part of Brazil, affecting the 
health of human beings (Butt et al. 2020; Ye et al. 2022; Jang 
& Jung 2023). A study found, that approximately 80% of PM2.5 
concentration in Brazil (Amazon region) was associated with 
deforestation (Urrutia-Pereira et al. 2021). It has been reported 
that wildfires from the north and west sides and transportation 
of wildfires from suburbs also influence the concentration 
of PM2.5 in the country (Jang & Jung 2023). Fig.1b highlights 
the relative humidity in (%). The maximum relative humidity 
was observed in the north and midwest. The minimum RH 
was observed in the northeast, southeast, and south. Fig. 
1c illustrates the spatio-temporal variability of precipitation 
over 24 years in the study area. The map depicts the highest 
precipitation, 9.88 (kg m-2s-1×10-5), in the east and north of 
Brazil. The precipitation of 1.37 (kg m-2s-1×10-5) is observed in 
the western and central parts of the country. Fig. 1d shows 
the temperature (K) in Brazil. The maximum temperature is 
303K, found in the northeast and midwest of Brazil. In the 
north, the temperature range is approximately 296K-299K. 
The lowest temperature is found from southeast to south. 
The temperature range lies between 285K and 288K from 
southeast to south. Our findings are aligned with previous 
literature. Several studies have revealed that an increase in 
temperature and a substantial decrease in precipitation are 
observed in northeast Brazil ( Marengo et al. 2017; Da Silva 
et al. 2019; Costa et al. 2020). Intensified extreme dry spells or 
events due to the El Niño Southern Oscillation were reported 
in northeast Brazil (Marengo et al. 2017) 
 Fig. 1e illustrates the wind speed (m s-1) in the study area. 
The highest wind velocity, 5.62 (m s-1) was found in the north 
and west of Brazil. The wind velocity between 4.56 (m s-1) to 
3.51 (m s-1) is observed in the west of Brazil. The wind speed, 
ranging from 1.41 (m s-1) to 0.35 (m s-1) is seen from the east 
and central parts of the study area. Chen et al. (2017), reported 
that stronger wind speeds lead to faster parallel diffusion of 
pollutants, which eventually drops the PM2.5 concentration. 
Wind speed conditions are considered the critical factor in the 
evaporation process of PM2.5. The high wind velocity increased 
the dispersion of pollutants horizontally, eventually decreasing 
the PM2.5 concentration (Chen et al. 2018). The acceleration of 
wind speed intensifies the PM2.5 evaporation rate, leading to 
a significant decrease in the concentration of meteorological 
parameters such as temperature, wind velocity, temperature 
inversion, relative humidity, and atmospheric pressure, which 
significantly influence the dispersal and accretion of PM2.5 
(Ocak & Sezer Turalioglu 2008; Wang et al. 2023). Relevant 
studies have shown that the effect of PM2.5 varies with different 
weather conditions. A study in China from 2015 to 2017 found 
that there was a weak link between particulate matter and 
both rain and humidity (Han et al. 2018).
 Fig. 2a exhibits the variability in the spatial trends and 
magnitude of PM2.5 using the Mann-Kendall trend test (Sen’s 
slope) over Brazil during the study period 2000-2024. The 
trend rate ranges from 6.98 to 4.54 in the midwest, south, and 
southeast regions of Brazil, respectively. A negative trend of 
PM2.5 ranging from -3.17 to -5.18 is observed in the north and 
northeast respectively. Fig. 2b spatial trend’s magnitude (Mak-
Tau) shows a positive trend (1 to 0.41) detected in the south, 
midwest, and southeastern Brazil, but this trend seems highly 
significant.

Cross Wavelet Analysis PM2.5 and meteorological 
parameters

 The Cross Wavelet Transform (CWT) is a tool used to 
study the relationship of time and magnitude in two-time 
series. Coherency explains a constant pattern and identifies 

the correlation between two variables. The wavelet uses 
the arrows to describe the pattern; the right arrows show 
an in-phase relationship. On the other hand, the left arrows 
depict the anti-phase, or inverse, correlation. In addition, 
the leading relationship is indicated by upward arrows. The 
downward arrow shows the lagging correlation between 
the two variables (Aguiar-Conraria et al. 2008).
 In Fig. 3, the red color indicates the highest value, while 
the blue color indicates the lowest value. The coherency 
between PM2.5 and relative humidity (Fig. 3a) mostly shows 
the leading and lagging situations. It illustrates a periodic 
cycle of 8 to 16 days, with cross wavelet power of ~1.2 to 
1.5. The in-phase (direct) relationship is found between 
two variables. The value range indicates a strong positive 
relationship. The cross-wavelet transfer between PM2.5 and 
precipitation is shown in Fig. 3b a positive covariance/
coherence in the dataset. A leading and lagging sequence 
phase is detected between two variables. The lagging 
variables, from 2000 to 2024, are dominated by an anti-
phase relationship. Cross wavelet power of ~1.3 to 1.6 is 
found. The wavelet displays an 8- to 16-day periodic cycle. 
 There is a strong connection between PM2.5 and 
temperature (Fig. 3c), which displays an anti-phase (inverse) 
relationship, along with leading and lagging states. A 
strong Cross wavelet power of ~1.3- 1.6 is seen in datasets. 
Substantial periodic cycles of 8–16 days are observed. 
The relationship between PM2.5 and wind speed (Fig. 3d) 
exhibits in-phase (direct) situations in datasets, whereas 
leading and lagging phases. It displays a significant 
periodic cycle of 8–16 days, having cross wavelet power 
of ~1.5 to 1.8, and with several days are 150-200. Wavelet 
transformation helps in comprehending the aerosol nature 
in Brazil’s regions. For instance, the long-term significant 
periodicities in the cross wavelet between precipitation 
and PM2.5 indicate the presence of fine-mode aerosols 
in the atmosphere, which maintain the air pressure in 
the upper atmosphere. Similarly, the results of PM2.5 with 
relative humidity indicate aerosol plumes exposed to 
sufficient atmospheric moisture, resulting in scattering and 
diffusion of PM particles. Moreover, PM2.5 has an inverse 
relationship with temperature (Vaishali et al. 2023) as 
can be seen through the out-of-phase relationships seen 
from the wavelet figure. Overall, the links between PM2.5 
and all the meteorological variables help to understand 
these variables in Brazil. The dataset used in this study is 
a monthly dataset rather than a daily one, which is one 
reason why the periodic cycles mostly appear between 
8-16. Moreover, the frequency shown in the period has 
prolific short-term periodicities between 2 and 4 periodic 
cycles, but high wavelet powers seem to be between 
8-16 throughout the days. The periodic cycle shows the 
relationship of PM particles with meteorological variables 
in the upper atmosphere, which is highly significant in the 
medium-run range (8-16).

CONCLUSION

 The harmful impact of PM2.5 on visibility, climate change, 
and human health has recently attracted the attention of 
scientists worldwide. The findings of this study uncover 
the spatio-temporal variations of PM2.5 concentration 
across Brazil. The highest concentration was observed in 
northern and western Brazil. The current study evaluates 
the correlation of PM2.5 on meteorological variables using 
cross-wavelet analysis over Brazil. The averaged maps of 
PM2.5 and meteorological parameters have been prepared. 
The cross-wavelet transformation was calculated in RStudio 
to determine the correlation of PM2.5 with all meteorological 
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Fig. 1. Averaged maps of (a) PM
2.5

, (b) humidity, (c) precipitation, (d) temperature, 
and (e) wind speed over the 2000-2024 period
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parameters, e.g. humidity, precipitation, temperature, and 
wind speed. All meteorological parameters exhibit/show 
remarkable periodicities of 8-16 days. PM2.5 correlation 
was detected as an anti-phase (inverse) relationship with 
temperature and precipitation. In contrast, humidity and 
wind speed depicted the in-phase (synchronous/positive) 
relationship with PM2.5. A leading and lagging phase is 
observed in all covariates. PM2.5 results are slightly higher 
than the WHO standards in northern and western Brazil. 
There is a dire need to take measures to reduce the PM2.5 
concentration in the study area. The outcomes of this 
study would provide valuable insights for future research 

in Brazil. This study will help stakeholders create policies 
and strategies to reduce PM2.5 in the atmosphere, which is 
more harmful to human health than any other particulate 
matter. This study has certain limitations due to the non-
availability of the data set, and we used model data. The 
results and observations can be compared with ground 
data to validate the results to get a clear picture and help 
make robust decisions. Therefore, higher levels of PM2.5 
disagree with Sustainable Development Goal (SDG) 11.6.2. 
The main objective of SDG is to lessen the adverse effects of 
air pollutants on human health, including fine particulate 
pollution.

Fig. 2. (a) Sen’s Slope and (b) Mann-Kendall (MAK)-Tau over the 2000-2024 period

Fig. 3. PM
2.5

 and meteorological variable cross wavelet spectra: (a) PM
2.5

 and humidity, (b) PM
2.5

 and precipitation, 
(c) PM

2.5
 and temperature, and (d) PM

2.5
 and wind speed
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ABSTRACT. Reservoirs are facing increasing hydrological pressure, making continuous and accurate monitoring of these 
resources essential for sustainable management. In this study, we utilized a method involving Google Earth Engine (GEE), 
a platform with strong data processing capabilities for big data, to analyze and interpret satellite images. The Otsu method 
was applied to automatically determine the threshold value for extracting the water surface of the Song Hinh reservoir using 
Landsat 5, 8, and 9 satellite imagery, and to assess changes in the reservoir’s surface area. The research results indicated that 
the water surface area of the Song Hinh reservoir initially increased 4.4 times (1999-2000) and then remained relatively stable 
(2000-2024). However, during the 2000-2015 period, the water surface area experienced minor expansions and contractions, 
while during the 2015-2024 period, the surface area expanded insignificantly, with less contraction than in the previous 
period. Additionally, the analysis results of water surface area changes were used to support the development of Earth Engine 
Apps, also known as WebGIS, as a tool for monitoring surface water changes in the Song Hinh reservoir. In summary, the 
results obtained in this study are highly useful as a foundation for developing effective monitoring measures and sustainable 
resource management for the Song Hinh reservoir area.
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INTRODUCTION

 Natural and artificial reservoirs are essential sources 
of freshwater for humans and animals, agricultural 
irrigation, and industrial use. Reservoirs are under 
increasing hydrological pressure due to rising water 
demand, climate change, prolonged droughts, and water 
pollution. Therefore, continuous and accurate monitoring 
of these resources is necessary to ensure their sustainable 
management (Bocchino et al. 2023). Traditional ground-
based instruments like gauging stations are still frequently 
used today to measure water levels. The data obtained 
from these tools are used to estimate the area and volume 
of reservoirs, as well as their changes over time, by using 
elevation curves (volume-area-elevation curves) derived 
from depth and topographic information specific to the 
reservoir (Tong et al. 2016, Hamoudzadeh et al. 2023). 
However, this on-site monitoring method has certain 
limitations, such as difficulties in installing and maintaining 
gauging stations in remote areas, equipment malfunctions, 
and the spatial discontinuity of elevation data (Duan and 
Bastiaanssen 2013; Fuentes et al. 2019). In contrast, the use 

of remote sensing (RS) technology can significantly reduce 
monitoring costs and provide regular data, facilitating 
continuous monitoring of reservoirs with consistent 
processes worldwide (Valadão et al. 2021).
 For this issue, numerous studies have demonstrated 
that multi-spectral and multi-temporal RS is a highly 
feasible option, enabling continuous monitoring of 
reservoir changes (Jagadeesha and Palnitkar 1991; Busker 
et al. 2019; Yao et al. 2019; Binh Pham-Duc et al. 2023). 
Although many studies have applied RS in the analysis of 
long-term change detection (Alesheikh et al. 2007), several 
limitations arise related to the need for computation and 
processing of large amounts of satellite imagery, especially 
when using medium- and high-resolution images (Zhang 
et al. 2022). To address this issue, Google Earth Engine (GEE) 
can be used as a cloud computing platform along with 
advanced machine learning algorithms to analyze satellite 
images. GEE offers high-performance parallel computing 
capabilities, massive remote sensing data, geospatial data, 
and free access while providing a new approach for long-
term time-series analysis and large-scale remote sensing 
analysis (Wang et al. 2021). Based on the development 
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tools for JavaScript or Python algorithms on the web, it 
not only enables rapid online visualization and RS data 
analysis but also supports the free development of Apps, 
also known as WebGIS (Kwong et al. 2022).
 As mentioned above, RS can help enable the 
monitoring of water boundary changes. Many studies have 
employed different methods for water surface extraction, 
including the Normalized Difference Water Index (NDWI); 
however, this index has shown overall poor effectiveness 
[15] (Xing et al. 2022). In contrast, the Modified Normalized 
Difference Water Index (MNDWI) has demonstrated better 
adaptability and stability in distinguishing between water 
and land areas (Wang et al. 2017; Zhang and Liu 2022; 
Singh et al. 2015; Vasanthi and Joshitha, 2024), making it 
a preferred choice over NDWI. Additionally, Green/SWIR 
and Green/NIR ratios also allow for effective water surface 
extraction with a threshold value greater than 1 (Ng 2016). 
However, to clearly separate water and land objects in 
satellite images, an advanced technique is needed to 
automatically determine the threshold for water surfaces. 
For this issue, the Otsu is a useful method that helps 
optimally determine the threshold value in images (Otsu 
1979).
 The Otsu method is a widely used thresholding 
technique for gray-level images, with applications ranging 
from defect detection to OCR binarization and image pre-
processing for historical document searching (Jianzhuang 
et al., 1991; Ng, 2006; Gupta et al., 2007). The method has 
been extended to 2D histograms for image segmentation, 
with techniques such as 2D histogram projection and 
wavelet transform proposed for threshold correction 
(Zhang et al., 2008). More research has looked into how 
the Otsu method compares to other clustering algorithms, 
like K-means, and found that their objective functions 
for multilevel thresholding are the same (Liu et al., 2009). 
Additionally, studies have focused on optimizing the Otsu 
method for multi-level thresholding using a two-stage 
optimization approach (Huang et al., 2009). A characteristic 
analysis of the Otsu threshold has also been conducted, 
highlighting its applications in various fields (Xu et al., 
2011). Some changes have been suggested to the Otsu 
method to make automatic thresholding work better. 
These include the valley-emphasis method and a modified 
two-dimensional segmentation algorithm (Fan et al., 2012; 
Chen et al., 2012). 
 The Otsu’s method, a popular image thresholding 
technique in computer vision and image processing, 
has several limitations that can affect its performance in 
certain scenarios. One major limitation is the difficulty in 
segmenting images with objects of complex and irregular 
geometry, especially those with many edges or inclusions 
(Ma et al. 2017). This limitations can lead to challenges 
in accurately detecting and separating different regions 
within the image. Additionally, the Otsu’s method may 
not perform optimally when faced with images that 
have varying lighting conditions or noise levels. Despite 
its limitations, the Otsu’s method remains a valuable tool 
for simple image thresholding tasks. It is known for its 
simplicity, efficiency, and parameter-free nature, making it 
a popular choice for many applications (Sha et al. 2016). 
The Otsu method continues to be a valuable tool in image 
processing and analysis, with ongoing research focusing 
on optimization, applications, and improvements to the 
original algorithm (Liu et al., 2014). OTSU can be applied 
to threshold vegetation indices such as NDVI (Normalized 
Difference Vegetation Index). For example, it can 
differentiate areas with high and low vegetation density 
(Xu et al., 2020). For soil indices, such as NDSI (Normalized 

Difference Soil Index) (Härer et al., 2018) or the Brightness 
Index (BI) (Deng and Zhang, 2021; Kakooei and Baleghi, 
2020), OTSU can also be used to separate land regions. In 
cloud segmentation, OTSU can be employed to distinguish 
cloud regions in satellite images based on reflected light 
intensity, often using optical bands with high values 
in cloud areas. When processing satellite imagery for 
analyzing air pollution or dust, OTSU can help classify 
different pollution zones. The method’s reliance on a simple 
histogram is a key limitation. Since OTSU only analyzes the 
image’s histogram, it may not effectively separate indices 
lacking a clear bimodal distribution.
 The Earth Engine Apps (EEapp) created on GEE is 
a powerful tool for analyzing and monitoring Earth’s 
environment through satellite data. GEE provides a cloud 
platform that allows users to access, process, and analyze 
vast amounts of geospatial data efficiently. The EEapp 
enables researchers, scientists, and nonprofit organizations 
to track and monitor environmental changes such as 
climate change, deforestation, water fluctuations, and 
other natural phenomena. With a diverse data library, 
including petabytes of historical and current satellite data 
from sources like NASA, USGS, and ESA, users can easily 
perform complex analyses without needing to invest in 
high-tech infrastructure. The application provides powerful 
programming tools through JavaScript and Python APIs, 
allowing for the creation of custom maps and visual reports. 
GEE also supports collaboration and sharing of research 
results, helping the scientific community and policymakers 
make data-driven decisions based on accurate and up-
to-date information. With its easy access and superior 
processing power, the EEapp is an indispensable tool for 
natural resource research and management.
 Recent studies have demonstrated the effectiveness of 
using GEE in monitoring water surface changes. Wang et al. 
(2021) utilized Landsat 5, 7, and 8 images along with GEE 
to monitor water surface fluctuations at the Xiaolangdi 
reservoir, achieving an overall accuracy of 98.86% and a 
kappa coefficient of 0.96. Xing et al. (2022) used the GEE 
platform to track changes in the water surface in Shandong 
Province, China, from 1990 to 2020 using Landsat imagery. 
The results indicated that it could provide an important 
application for sustainable water resource management. 
Recently, GEE has also been applied in Vietnam to monitor 
water surface fluctuations in various water bodies (Vu Anh 
Minh et al. 2024; Binh Pham-Duc 2024). This method is 
considered a tool for effective water resource management 
in developing countries. It not only automatically detects, 
monitors, and evaluates water surface fluctuations over 
space and time for reservoirs but can also be extended to 
other surface water bodies and coastal lagoons (Condeca 
et al. 2022). However, in Vietnam, studies applying GEE to 
monitor water surface changes are still limited, particularly 
in multi-purpose reservoirs used for irrigation, aquaculture, 
flood regulation, and power generation. This situation 
highlights the need for research in these reservoirs.
 The Song Hinh Hydropower Reservoir is a hydropower 
facility located on the Hinh River, a major river in Phu Yen 
Province, with the dam situated approximately 40 km 
southwest of Tuy Hoa city. The reservoir plays a crucial 
economic and environmental role for the local area and 
neighboring regions. The primary function of the Song Hinh 
Hydropower Plant is electricity generation with a designed 
capacity of 70 MW and an average annual output of 357 
million kWh, which is integrated into the national grid to 
meet the economic needs of the population. After power 
generation, the water (averaging 36.99 m³/s) provides 
supply for industrial activities, domestic use, and irrigation 
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for over 19,800 hectares of agricultural land downstream 
(Le Cong Tuan and Hoang Dinh Trung 2024). Monitoring 
water surface fluctuations of this important hydropower 
reservoir is significant for socio-economic development 
and environmental protection in the southern region of 
Phú Yên Province. In this study, Landsat 5, 8, and 9 images 
were collected for the Song Hinh Reservoir area from 1999 
to 2024. We used the GEE method, a powerful cloud-based 
platform for processing large datasets, to analyze and 
interpret satellite images and applied the Otsu method to 
automatically determine threshold values for extracting the 
water surface of the Song Hinh Reservoir. The objectives of 
this study are (1) to extract the water surface using GEE and 
Otsu methods; (2) to identify spatial and temporal changes 
in the water surface area of the Song Hinh Reservoir using 
GIS software; and (3) to develop Earth Engine Apps as a basis 
for creating a WEBGIS system to support the management 
and monitoring of water resources in the reservoir as 
climate change and human activities increase. The results 
provide a scientific basis for environmental protection, 
water resource management, economic activities, and 
assist policymakers in developing effective strategies for 
resource management and environmental protection.

MATERIALS AND METHODS

Study area and data

Study area

 The Song Hinh Hydropower Reservoir is the largest 
reservoir in the Hinh River basin of Phu Yen Province (Fig. 1), 
with a catchment area of 772 km². The reservoir has a 
normal water level of 209 meters, a dead storage level 
of 196 meters, a dam crest elevation of 215 meters, a 

total storage capacity of 357 million m³, and a maximum 
flood discharge capacity of 6952 m³/s (Hai et al. 2020). 
Construction of the reservoir began in 1993, power 
generation started in 1999, and it was inaugurated in 2001. 
Its primary functions are to provide water for irrigation, 
domestic use, and industrial purposes in the Son Giang 
and Son Thành areas; to supplement water for the Dong 
Cam irrigation system to ensure irrigation capacity for the 
summer-autumn crop; and to supply water to the Ban 
Thach River (Vi 2020). The Song Hinh Reservoir is located in 
the region with the highest rainfall in Phu Yen Province, with 
annual precipitation measured between 2200-2400 mm. 
Rainfall during the four-month rainy season (September-
December) accounts for 69-72% of the annual total, and 
the average annual temperature is approximately 26°C.
 
Data sources

 A GEE platform has been used to collect images, 
classify, and assess accuracy using machine learning and 
artificial intelligence algorithms (Tamiminia et al. 2020). 
This platform provides a powerful and flexible analytical 
environment for large datasets from Landsat. Accuracy 
improvement of the images is achieved through machine 
learning algorithms to ensure accurate results on changes 
to the Earth’s surface. Notably, GEE is an open-source tool 
that offers computational resources and satellite data for 
free on a cloud computing platform, thereby reducing 
costs and benefiting users.
 In this study, the images used are surface reflectance 
images from Landsat 5-TM, 8, and 9-OLI satellites with 
a spatial resolution of 30 meters, collected to create a 
comprehensive database for analyzing and extracting 
the water surface of the Song Hinh Reservoir from 1999 

Fig. 1. Study area
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to 2024. Table 1 provides detailed information about these 
image scenes. The collection of reflectance images allows 
for the removal of cloud-covered areas using the ‘pixel qa’ 
band. Image classification was performed for the years 
1999, 2000, 2015, and 2024, using scripts and datasets 
specific to each period.

Image pre-processing

 We processed the images by applying a cloud mask 
layer to each dataset, aiming to create composite images 
with an acceptable level of cloud cover. This cloud filtering 
process uses the ‘pixel qa’ band in the surface reflectance 
collections to remove clouds and cloud shadows, resulting 
in cloud-free RGB composites (Markert et al. 2018). For 
further analysis of the study area, we used the boundary of 
the Song Hinh Reservoir to crop the images, retaining only 
the portion within this area. This format ensures that the 
processed image data focuses on the Song Hinh Reservoir 
area and is not affected by external factors outside the 
study area.

METHODS

The Otsu’s Method

 The Otsu’s Method is named after a Japanese 
researcher (Nobuyuki Otsu), who proposed the idea of 
assuming the gray levels of the target object and the 
background object in an image to construct a histogram 
with Gaussian distribution and equal variances (Otsu 1979). 
Thus, the Otsu’s method is a technique for determining a 
threshold based on the gray level histogram with binomial 
distribution. However, this method is ineffective when the 
pixel variance between the object to be extracted and the 
background object in the image is too large or when the 
histogram is constructed as a unimodal distribution with 
a single peak (Ng 2016; Truong and Kim 2018). According 
to the Otsu’s method, the threshold k* is determined 
(Eq. 1) so that the two classes (C1 and C2) in the image 
have significant differences, meaning that the variance is 
maximized (Pritam and Prasenjit 2010).

 where C1 is the class containing gray level values in the 
range [0,…, k]; C2 is the class containing gray level values 
in the range [k+1,…, L-1]; ω1  and ω2 are the probabilities of 
the two classes in the image, calculated according to Eq. 2:

 μ
1
 and μ

2
 are the mean values calculated using Eq. 3:

 After determining the threshold k*, thresholding is 
performed to create a binary image. Pixels with gray levels 
greater than the threshold k* are assigned a value of 1, 
while those with gray levels less than k* are assigned a 
value of 0 (Eq. 4).

 where g(x,y) is the function representing the gray 
level value at point (x, y) on the output image; f(x,y) is the 
function representing the gray level value at point (x, y) on 
the input image.
 Using the JavaScript programming language to 
extract water surfaces and analyze spatial changes over 
time to determine the changes in the water surface of 
the Song Hinh Reservoir, and this is done on the GEE 
platform. Additionally, GEE supports designing WebGIS 
interfaces or Earth Engine Apps and developing interactive 
functionalities with the maps.

RESULTS 

Water surface extraction for research stages

 In this study, we used the near-infrared (NIR) band to 
construct a histogram by applying the Otsu’s method on 
the NIR band of optical images from Landsat 5, 8, and 9, 
with a DN (Digital Number) threshold value to separate 
water surfaces, as water is fully absorbed in the infrared 
region. Water has a strong absorption characteristic in the 
NIR region, so water bodies in NIR images typically appear 
as areas with very low DN values. The Otsu’s method works 
based on the image’s histogram, which is a frequency 
distribution chart of DN values in the image. Otsu searches 
for the optimal segmentation threshold by optimizing the 
ratio between intra-class variance and inter-class variance, 
aiming to minimize the total variance within each class 
(Fig. 2, 3).
 Using the Otsu’s method to find the optimal DN 
threshold. This method automatically calculates the 
threshold so that the total variance within the classes is 
minimized. The threshold separates the image into two 
parts: one representing water (low DN values) and the 
other representing land and other objects (high DN values). 
Then, the DN threshold found by the Otsu’s method is used 
to create a segmentation mask. DN values lower than the 
threshold are assigned as water, while DN values higher 
than the threshold are assigned as land or other objects. 
This method eliminates the need for manual threshold 
selection, saving time and reducing subjective errors. It 
aligns with the spectral characteristics of water in the NIR 
region, allowing for accurate water surface extraction. In 
water resource research and management, the use of the 
Otsu’s method on the NIR band of Landsat images can help 
with the following: (1) monitoring water level changes: 
detecting and tracking changes in water bodies over time; 
(2) land cover classification: assisting in the classification 
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Table 1. Information on the satellite images used

Satellite images ID Images Time

Landsat 5 LANDSAT/LT05/C02/T1_L2/LT05_123051_19990319 1999-03-19

Landsat 5 LANDSAT/LT05/C02/T1_L2/LT05_123051_20000508 2000-05-08

Landsat 8 LANDSAT/LC08/C02/T1_L2/LC08_124051_20150407 2015-04-07

Landsat 9 LANDSAT/LC09/C02/T1_L2/LC09_123051_20240416 2024-04-16

(1)

(2)

(3)

(4)



95

Nguyen Q. K., Pham M.P. and Nguyen T. N. MONITORING OF WATER SURFACE DYNAMICS OF ...

and mapping of water and land areas; (3) natural 
resource management: supporting the management and 
protection of water resources. The Otsu method applied 
to the NIR band of Landsat images is a powerful, simple, 
and effective tool for separating water surfaces from other 
objects, thanks to water’s strong absorption characteristics 
in the NIR region.

Spatiotemporal variations of the water surface in the 
Song Hinh Reservoir

 Based on the results in Figs. 4 and 5, the water surface 
fluctuations across the study periods are evident. In the 1999-
2000 period, the water surface of the Song Hinh Reservoir 
expanded significantly, with an area of approximately 39.28 
hectares. There was no significant reduction in the water 
surface area during this period. The 2000-2015 period 
saw major stability, with an unchanged water surface area 
accounting for about 45.11 hectares. However, during this 

period, a small reduction in water surface area was observed 
(2.93 hectares), while the expanded area was 1.32 hectares. 
In the 2015-2024 period, the unchanged water surface 
continued to dominate, covering around 44.98 hectares. 
The reduction in water surface area was significantly smaller 
compared to previous periods, around 1.44 hectares, and 
the expanded water surface area was very minimal, only 
0.14 hectares. Overall, the 1999-2000 period experienced 
the most substantial expansion of the water surface in the 
Song Hinh Reservoir, while in the 2000-2015 period, most 
of the water surface remained unchanged, with minor 
expansion and contraction. Data from the 2015-2024 period 
show the reservoir’s water surface was relatively stable, with 
the shrinkage of the water surface trending lower than in 
previous periods, and expansion being very limited. These 
data reflect the spatiotemporal variations in the water 
surface over time, indicating environmental impacts and 
other factors affecting water resources.

Fig. 2. DN threshold values for 1999 and 2000
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Fig. 3. DN threshold values for 2015 and 2024

Fig. 4. Dynamic of water surface area (ha)
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Fig. 5. Map of water surface area changes in the Song Hinh Reservoir: (a) 1999 - 2000; (b) 2000 - 2015; and (c) 2015 – 2024
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Developing Earth Engine Apps

 Through the analysis of water surface variations and 
utilizing the functions available on the GEE platform, we 
have developed an online Earth Engine App to allow users 
to monitor and analyze trends in water surface area over 
time (Fig. 6). This enables the assessment of the impacts 
of climate change, drought, or human activities on the 
reservoir. In addition to zooming in and out of the map 
to display different areas, users can interact with the app 
by creating time-series charts, which could potentially 
extend the application for water quality monitoring. 
Regular monitoring helps in the early detection of signs 
of depletion, pollution, or other relevant issues, enabling 
timely and effective water resource management (de 
Albuquerque Teixeira et al., 2024). GEE’s capability to 
process and analyze satellite data in real-time and 
historically provides managers with a comprehensive 
and accurate overview of reservoir conditions. Data from 
GEE supports decisions for water resource management, 
such as water regulation and management for agriculture 
and industry. GEE can analyze water quality indicators 
such as chlorophyll levels and turbidity, allowing for 
early detection of pollution (Sherjah et al., 2023). For 
reservoirs near the coast, monitoring saltwater intrusion 
is crucial to protect freshwater ecosystems and drinking 
water sources. Researchers can use GEE data to conduct 
studies on hydrology, ecology, and climate change 
(VanDeWeghe et al., 2022). GEE data can also be used to 
develop predictive models for future water level changes 
in reservoirs (Lu and Sun, 2023). Using GEE in educational 
and outreach programs helps raise community awareness 
about the importance of protecting and managing water 
resources. Local communities can engage in monitoring 
and protecting the reservoir through user-friendly GEE 
applications (Boothroyd, 2021).

Limitations of the study

Selection of Satellite Images

 Our study focuses on evaluating the changes in the 
water surface area of the Song Hinh Reservoir before 
and after the construction of the hydropower dam. This 
approach was guided by the unique characteristics of 
the region, where water surface fluctuations are primarily 
influenced by dam construction and reservoir operations 
rather than natural hydrological variations. To capture 
this transformation, we deliberately selected four satellite 
images representing distinct developmental stages of 
the reservoir. However, this selection presents certain 
limitations. By relying on a limited number of images, our 
analysis may not fully capture short-term variations in 
water extent due to seasonal or interannual hydrological 
dynamics. Furthermore, while we acknowledge the 
influence of precipitation patterns, inflow/outflow 
dynamics, and water level fluctuations, these factors were 
not explicitly incorporated into our analysis. Expanding 
the dataset to include a broader temporal range and 
integrating additional hydrological variables could provide 
a more comprehensive assessment of the reservoir’s long-
term dynamics.

Connection Between Water Level and Surface Boundary 
Estimation

 While we recognize the importance of linking water 
level measurements with estimates of water surface 
area, our study primarily utilized Google Earth Engine 
(GEE) as a practical tool for detecting spatial changes 
in water boundaries. The efficiency of GEE in extracting 
and processing spatial data makes it a valuable resource 
for water resource monitoring. However, the absence of 
historical design data correlating water levels with surface 
areas for the Song Hinh Reservoir limited our ability to 

Fig. 6. Screenshot of the online application developed on GEE for monitoring water surface changes in the Song Hinh 
Reservoir from 1999 to 2024
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conduct a direct quantitative analysis of this relationship. 
Although our methodology demonstrates the adaptability 
of GEE for spatial data analysis, future studies could benefit 
from incorporating water level records, hydrological 
modeling, or additional in situ measurements. Such an 
approach would enable a more precise assessment of 
reservoir storage capacity and operational changes over 
time.

Emphasis on the Potential of Google Earth Engine

 One of the key contributions of our study is to highlight 
the applicability of GEE for analyzing water surface 
dynamics, especially in data-scarce regions. GEE’s ability to 
integrate and process large datasets efficiently makes it a 
powerful tool for reservoir monitoring. However, our study 
primarily focused on spatial analysis without incorporating 
advanced hydrological simulations or validation against 
ground-based observations. Additionally, while GEE-
generated outputs can be seamlessly integrated into 
WebGIS platforms, their accuracy depends on the quality 
of input satellite data and the classification algorithms 
used. Future research should explore the integration of GEE 
with machine learning approaches, multi-source satellite 
data fusion, and hydrodynamic modeling to enhance the 
accuracy and applicability of water resource assessments.

CONCLUSIONS

 In this study, the Otsu method was used to extract 
water surface area in the NIR band of Landsat 5, 8, and 9 
optical images with DN threshold values. The research 
results precisely clarified the historical periods when 
water surface area was affected, leading to an increase 
in water surface area during 1999-2000 and subsequent 
contraction (adjustment) in the following years. By the 
2015-2024 period, the water surface area had stabilized 
with negligible increases and decreases. Major past water 
surface fluctuations were caused by hydroelectric dam 
construction activities, which expanded the water surface 
area to 39.28 hectares (approximately 4.4 times the area 
before 1999). The assessment results greatly contributed 
to the development of Earth Engine Apps for monitoring 
the Song Hinh Reservoir’s water surface, aiding in the 
management, protection, and research of water resources 
while enhancing community awareness and participation 
in environmental protection. In summary, this study 
demonstrates that the GEE cloud computing platform can 
develop a web application with effective, comprehensive, 
and cost-efficient capabilities, providing rapid information 
to improve water resource monitoring.
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ABSTRACT. The considerable influence of extensive land use change on the increasing levels of carbon emissions has 
significant implications for the occurrence of a multitude of disasters. The objective of this research is to develop a predictive 
model of future carbon stocks based on land use type. The data set includes land use maps from 2014, 2018,  and 2022, obtained 
through visual interpretation of Pleiades data and associated driving variables, including socio-economic, locational, physical, 
land, and spatial planning factors. To predict land use in relation to future carbon stock values, the Multilayer Perceptron Neural 
Network Markov Chain (MLPNN-MC) algorithm was employed. Research related to this modeling is capable of producing an 
accuracy rate of 98%. The results of the prediction demonstrate that by 2034, there will be a reduction in the area of land used 
with high to low carbon stock, with a decrease of 153.2 ha, which equates to a reduction in carbon stock of 9,050 tonnes C/ha. 
To reduce carbon emissions, it is essential to implement policies that regulate land use change, optimize forest management, 
and conserve mangrove ecosystems. The monitoring and prediction of future carbon stocks plays a pivotal role in climate 
change mitigation, enabling more targeted and measurable actions to be taken.
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INTRODUCTION

 The occurrence of climate change disasters on a 
massive scale in various countries represents a significant 
threat to the sustainability of human life and the realization 
of sustainable development (Gao et al. 2024; Lin et al. 
2024). The impact of global warming, exemplified by 
the occurrence of extreme temperatures from 2023 to 
2024 in Southeast Asia and South Asia, has implications 
for the cessation and disruption of various community 
activities. The occurrence of temperatures reaching 
44°C in India and up to 37°C in parts of Indonesia is a 
detrimental impact of global warming (Meteorological 
Climatological and Geophysical Agency/MCGA 2024). The 
World Meteorological Organization (WMO) and the MCGA 
have identified Asia, including Indonesia, as a region that is 
likely to experience a significant increase in the frequency 
and intensity of disasters associated with global warming 
(Dong et al. 2021). In addition to the effects of extreme 
temperatures, the consequences of climate change 
include the loss of land, the disappearance of small islands, 

an increase in the frequency of hydrometeorological 
disasters, the decline of biodiversity, an expansion of the 
range of diseases, the disruption of social, economic, 
cultural activities, and an intensification of ecosystem 
damage (Sutrisno et al. 2021; Abbass et al. 2022; Laino and 
Iglesias 2023; Kim et al. 2024). 
 A number of previous studies have demonstrated that 
massively occurring climate change disasters in various 
countries are significantly influenced by alterations in the 
value of terrestrial carbon (Liu et al., 2023; Zhang et al., 2024) 
and the combustion of energy and fuel derived from fossils  
(Hu et al., 2024; Zhang et al., 2024). The study conducted 
by Achmad et al. (2024); Nakakaawa et al. (2011) explained 
that forest ecosystems/vegetation in various countries 
have an important role in maintaining the global carbon 
(C) balance, which is estimated at 80% of aboveground C 
stocks and 20% of belowground C stocks. In this context, it 
is crucial to assess and monitor the availability of terrestrial 
carbon stock through land use data, as well as to assess and 
analyze the relationship between land use patterns and 
carbon stock (Liu et al., 2023; Wu et al., 2024). In addition, 
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further research is required on the modeling of future 
carbon stock predictions, as a basis for estimating the 
amount of carbon stock lost. A measured approach to the 
amount of carbon stocks in the future is an important part 
of formulating various targeted and appropriate mitigation 
policies to reduce the adverse effects of climate change 
disasters.
 The high rate of land use change, particularly the 
reduction of vegetation cover, the decline of forest areas 
and mangroves, has significant implications for the increase 
in carbon emissions released into the atmosphere (Zhang 
et al., 2023; Chinembiri et al., 2023; Halim et al., 2023). The 
increasing demand for land for development and to fulfil 
socio-economic needs has implications for declining levels of 
carbon stock (Raqeeb et al., 2024). Furthermore, government 
initiatives to stimulate economic expansion through the 
expansion of mining, industrial, trade, and service areas, as 
well as accelerated infrastructure development, have also 
precipitated increased land use change, decreased vegetation 
cover, and resulted in reduced forest and mangrove areas in 
various countries (Cortés Arbués et al., 2024; Wu et al., 2024; 
Yusuf, 2021). Such alterations in land use have a direct impact 
on the carbon storage capacity of vegetation and plants, 
resulting in shifts in ecosystem functionality and alterations 
in soil carbon storage (Aneva et al., 2020; Segura et al., 2024).
 Land use is not only related to economic conditions, 
but also plays an important role in social and environmental 
sustainability (Luo et al., 2024). Monitoring of land use 
change and land use prediction modeling are very important 
for determining global carbon stocks, providing land use 
restrictions and guidance for land use planning to maintain 
carbon stock balance (Dong, 2024; Huang et al., 2024; Zhang 
et al., 2024). However, based on previous literature review, 
studies on predicting future carbon stocks are still limited. 
So far, prediction analysis has been reviewed by Alam et 
al. (2021); Dey et al. (2021); Girma et al. (2022), who discuss 
predictions of built-up and non-built-up land use in relation 
to urban sprawl. While several studies analyzing carbon stock 
predictions based on land use, such as Dong (2024), were 
conducted without the use of driving force variables, the 
study by Wu et al. (2024) was limited to the use of economic 
and geographic variables, and the study by Shao et al. (2023) 
was limited to the use of physical and socio-economic factors. 
In addition to the limited use of drivers, several previous 
studies, namely Xu et al. (2024); Shao et al. (2023), still used 
medium resolution (Landsat) and low resolution (NOAA) 
satellite imagery as data sources. The use of limited driving 
forces, data sources from low-resolution satellite imagery, and 
the use of inappropriate algorithms may have implications 
for the inaccuracy of carbon stock prediction (Almubaidin 
et al., 2024; Bao et al., 2021; Jakariya et al., 2020; Ma et al., 
2024; Meliho et al., 2023).  The limitations and inaccuracies 
of predictive data are feared to lead to inaccurate policy-
making in climate change mitigation. This research aims to 
address the existing gap in modeling future carbon stock 
predictions using more accurate and detailed data sources, 
comprehensive driving factors, and compatible algorithms 
through the implementation of the Multilayer Perceptron 
Neural Network Markov Chain (MLPNN-MC) algorithm. The 
MLPNN-MC algorithm represents the latest hybrid model/
model development that is capable of generalizing each 
simulation and modeling multiple transitions simultaneously 
due to its three-layer structure comprising the input, output, 
and hidden layers (Mishra et al., 2014). The utilization of this 
algorithm has been demonstrated to yield highly accurate 
results, with accuracies ranging from 85% to 93%, as 
evidenced in several studies conducted Girma et al. (2022); 
Mishra and Rai (2016); Soni et al. (2022).

 This carbon stock prediction modeling was conducted 
in a rural area affected by the national strategic project of 
constructing Yogyakarta International Airport (YIA). Initially, 
the area exhibited a high degree of dense vegetation 
cover, resulting in substantial carbon stock accumulation. 
However, substantial infrastructure development has led 
to significant alterations in land use and carbon storage. To 
date, there has been a paucity of research examining the 
relationship between infrastructure development, land use 
changes, carbon stock storage, and the modeling of future 
carbon stock predictions. The present study aims to address 
this research gap by employing advanced data analysis 
techniques, namely remote sensing satellite imagery 
and machine learning algorithms, to develop a more 
sophisticated and precise prediction model. The objective 
of this study is to formulate a prediction model for future 
land use in relation to carbon stocks in areas affected by 
the construction of YIA. To this end, the study will utilize 
more detailed data sources, more comprehensive driving 
variables, and the apply the MLPNN-MC algorithm to 
produce more accurate land use predictions to carbon 
stocks.

MATERIALS AND METHODS

Study Area

 The research was conducted in the area affected by the 
construction of the YIA. The research methods employed 
included the modeling of predicted changes in carbon 
stock in 2026, 2030, and 2034. The construction of this 
infrastructure development project, which encompasses an 
area of approximately ±587 ha, has the potential to result in 
increased land use change. The research site encompasses 
26 villages situated within Kulon Progo Regency, 
Yogyakarta, Indonesia. The study area encompasses Temon 
subdistrict (15 villages), Wates subdistrict (8 villages), and 
parts of Panjatan subdistrict (which includes 3 villages). The 
spatial distribution of the study area is illustrated in Fig. 1.
 
Data and data sources

 The data presented in this study encompasses both 
dependent data, which pertains to multitemporal land 
use, and independent data, which encompasses driving 
forces. Multitemporal land use maps were obtained from 
Pleiades, a 0.5 m very high resolution satellite (Melis et 
al., 2021) in 2014, 2018 and 2022. The selection of images 
was based on the development process of the YIA, with 
2014 being the initial state before the airport was built, 
2018 being the land clearing/initial development stage, 
and 2022 being the post-development stage when the 
airport was operational. In addition to the consideration 
of the airport development process, the selection of 
satellite imagery with a 4-year/short period is capable of 
representing changing conditions with greater detail and 
of reflecting very dynamic driving forces. This will have a 
significant effect on the quality and accuracy of carbon 
stock prediction modelling. Image interpretation was 
carried out visually, as this method can provide a higher 
level of accuracy compared to maximum likelihood, 
random forest or other methods (Schepaschenko et al., 
2019). The land use classification is divided into 2 (two), 
namely 1) high carbon stock reserve land consisting of 
mangroves, plantation, green belts, mixed gardens and 
dry land/rice fields; 2) low carbon stock land consisting 
of water bodies, infrastructure, rice fields, open land and 
built-up land. In order to determine the level of accuracy of 
land use, a sampling test was conducted where the number 
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of samples was determined using the Slovin formula 
with stratified random sampling. The number of land use 
samples in this study was 441 points, and from the results 
of the accuracy test in the field, there were 33 sample points 
that were less appropriate. Therefore, the accuracy test for 
land use can be formulated as follows (Eq. 1):

 Based on these calculations, the results of land use 
interpretation through Pleiades are able to produce a very 
high accuracy of 92%, so this data is eligible for further 
analysis. To determine the level of carbon stock by land 
use type, this study refers to the International Council for 
Local Environmental Initiative (ICLEI 2022) guidelines as 
described in Table 1. Based on Table 1, mangroves have the 
highest carbon sequestration capacity of 120, while the 
lowest are water bodies and infrastructure with a carbon 
sequestration value of 0.
 This study formulates independent data in the form of 
driving forces, drawing from previous literature reviews and 

pre-field studies. These studies analyze the physical aspects, 
policies, land conditions, and socio-economic aspects of 
the community to derive more comprehensive driving 
forces. The driving forces used include socio-economic 
aspects, including population, type of work, original village 
income, and tax/levy sharing. Furthermore, the analysis 
encompasses physical aspects such as relative relief, flood 
vulnerability, landslides, drought, and tsunami vulnerability. 
Location-specific variables include city centers, airports, 
roads, industry, educational facilities, and health centers. This 
study also uses land and spatial planning aspects, including 
land value zones, land rights status, protected areas, and 
agricultural cultivation areas. Driving forces factors and data 
sources can be described in Table 2.

Methods

Driving Forces Analysis Through Spatial Regression

 The driving forces variables utilized in this study 
encompass 21 variables, with the objective of ascertaining 

Table 1. Land use reclassification based on Greenhouse Gas (GHG) Coefficient

Sources:  International Council for Local Environmental Initiatives/ICLEI 2022

Land Use GHG Class Land Use GHG Class

Infrastructure, water body 0

Low

Dryland farming/fields 10

High
Rice fields 2 Green space/shrub 30

Open fields 2.5
Plantation/Mixed garden 63

Mangrove 120

(1)

Fig. 1. Study area
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the driving forces that exert a substantial influence. These 
variables are subjected to spatial regression analysis, a 
method that has been selected on the basis of its capacity 
to accommodate spatial weight, thereby ensuring a more 
accurate representation of the prevailing conditions of 
dependent and independent data in the field (Caraka 
and Yasin 2017; Hasbi, et al. 2014). The determination of 
significant driving forces at the initial stage is of paramount 
importance to ensure the modeling results attain optimal 
accuracy. The Eq. 2 for determining spatial regression is 
outlined below. 

 where x
i 

(i= 1,2,3,…, n) - driving forces, β
i (i= 1,2,3,…, n) 

-  
regression coefficient, n -  amount of data, Y -  dependent 
variable, x

1...,...,n
 -  independent variable.

Scenario Carbon Stock Prediction 

 The modeling of carbon stock prediction is based on 
land use type and utilizes the MLPNN-MC algorithm. The 
MLPNN-MC algorithm was selected due to its capacity to 
analyze very complex data sets (Soni et al., 2022). A key 
element of this modeling is change analysis, which involves 
the identification of areas that undergo change and remain 
constant over a specified time period. In the subsequent 
stage, the driving forces factors are processed through 
the Land Change Modeler (LCM) multilayer perceptron 
to generate a potential transition map and to identify 
the relevant driving forces. In the subsequent stage, the 
Markov chain is utilized to predict future changes based 
on previous changes. The Markov chain process according 
to Memarian et al. (2012) can be explained in the Eq. 3.

 where X(t) signifies with the marcov chain process 
at time (t), t

n
 is the current time period, (t

n-1
) defines the 

previous time periode, and (t
n+1

)  represent the future 
periode. The transition probability from one state (i) to 
another (j) by Memarian et al. (2012)  can be explained the 
Eq. 4.

 where X[k]  denotes the states {x1,x2,x3,....} between i and 
j. With these conditions, the probability matrix according to 
Memarian et al. (2012) is formulated as follows (Eq. 5):

 In this study, the independent variable of the carbon 
stock level is based on the type of land use over a 4-year 
period (2014, 2018, and 2022) with the consideration that 
the resulting change matrix is more detailed. The accuracy 
and validation tests in this study were carried out by 
creating a simulation of carbon stock predictions in 2022 
based on the 2014 and 2018 maps and key drivers. The 
predicted carbon stock based on land use type in 2022 
was then compared and analyzed with the carbon stock 
based on land use type in 2022. The Eq. 6 for determining 
the accuracy test is as follows:

 This modeling prediction accuracy test is very important 
to ensure that the data, algorithms, and processes carried 
out meet accuracy standards. The prototype model that 
has passed the accuracy test is utilized as a foundation for 
the compilation of predictions concerning carbon stock 
levels in 2026, employing the 2018 and 2022 maps and 
driving forces factors. Furthermore, to produce predictions 
for 2030, data from 2022 and 2026 are utilized, and the 
same process is repeated to produce predictions for 2034, 
2026 and 2030. Additionally, the study considers relevant 
driving forces. For a more detailed understanding of the 
research stages, refer to the research flow chart illustrated 
in Fig. 2.
  
RESULTS AND DISCUSSION

Multitemporal Land Use Map Database

 Pleiades image interpretation results show that the 
most dominant land use type in 2018 and 2022 in the 
study area is in the form of: rice fields and built-up land, 
where both types of land use have very low carbon stock 
content (Singh et al., 2024). Conversely, land use in the form 
of mixed gardens and mangrove forests, which possess a 
high carbon stock capability, is only found in a very small 
area. The spatial distribution of land use data in 2018 can 
be explained in Fig. 3a, while in 2022 in Fig. 3b. 
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(2)

6)

(3)

(4)

Table 2. Data and Data Sources of Driving Forces

Sources: Data Analysis 2024

Variables Data Sources Variables Data Sources

Population, type of work, original 
village income, and tax/levy 

sharing

Secondary data from 26 villages/
sub-districts

Land value zones, land rights 
status,

Land Office data

Flood vulnerability, landslides, 
drought, and tsunami 

vulnerability

Data the Regional Disaster 
Management Agency in 2022

City centers, roads, airports, 
industry, educational facilities, 

and health centers

Pleiades imagery & Local 
Government 

Relative Relief National Digital Elevation Model
Protected areas, and agricultural 

cultivation areas
Detailed Spatial Planning Map

(5)
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 Based on Fig. 3, it shows that the development of YIA is 
one of the triggers for the increase in land use change. Airport 
development not only changes the land used for airports 
but also has implications for changing land for infrastructure 
development to support airports, land for settlements, and 
economic activities.  Data on changes in land use areas from 
2018 to 2022 can be explained in Fig. 4.
 As illustrated in Fig. 4, there has been a notable decline in 
land use from areas with high carbon stock. This is evidenced 
by a reduction in plantations by 28 ha and dryland farming by 
23 ha. During this period, there was also an increase in land use 
with low carbon stock value, namely 272 ha of infrastructure 

and 43 ha of built-up area. The decrease in land with high 
carbon stock and the increase in land use with low carbon stock 
will undoubtedly further contribute to the emission of carbon. 
This research reinforces the findings of Verma et al. (2020) that 
development tends to convert land from high carbon stock to 
low carbon stock land, a condition that certainly contributes to 
increasing carbon emissions.

Driving Forces Variables

 The process of carbon stock alteration in response to 
land use in a given area is influenced by a multitude of 

Fig. 2. Research flowchart

Fig. 3. (a) Land Use Map 2018; (b) Land Use Map 2022

Fig. 4. Land Use Area in 2018 and 2022 (Source: data analysis 2024)
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complex and dynamic variables. It is imperative to ascertain 
the most significant driving forces to ensure the accuracy 
of the resulting prediction model. To this end, spatial 
regression is employed to verify the impact of these driving 
factors on land use changes. The outcomes of the spatial 
regression accuracy test, which delineate the relationship 
between driving forces and carbon stock changes based 
on land use types, are delineated in Table 3.
 The findings of the spatial regression analysis in Table 3 
demonstrate that the driving forces factor employed exerts 
a profound influence on alterations in land utilization in 
relation to carbon values, as evidenced by the R-square value 
of 0.83 or 83%. Moreover, the analysis reveals that the most 
suitable model, as indicated by the highest R-square value 
and the lowest Akaike Information Criterion (AIC) value, is 
the spatial lag model. The distribution of significance values 
between variables is elucidated in Table 4. 
 The findings of the analysis demonstrate that the 
presence of driving factors with a probability value of 
less than 0.05 is indicated, including city centers, airports, 
roads, industries, and relative relief. These driving factors are 
associated with a decrease in carbon stocks. The resultant 
increase in land conversion is from mixed gardens/
plantations and dry land agriculture to built-up land and 
infrastructure. The closer an area is to these factors (airport, 
city centers, roads and industries), the higher the carbon 
stock decline. Conversely, the relative relief factor is one of 
the factors that can suppress the reduction of carbon stocks.  

Areas with high relative relief tend not to have massive land 
use change, which correlates with the high level of carbon 
stock in the area. And vice versa: the flatter the relative relief, 
the greater the tendency for the carbon stock to decrease. 
The findings of this study support previous research that 
the variables influencing land use change are complex 
and highly dynamic (Long and Yan, 2012; Mekonnen et al., 
2022). This study also supports research by Rani et al. (2023); 
Xu et al. (2024) that the use of comprehensive variables 
that have a large influence on the rate of land use change 
is very important in developing land use forecasts. The 
limitations of the driving forces variables used and their lack 
of influence have implications for the inaccuracy of carbon 
stock predictions. The spatial distribution of driving force 
variables in this study is illustrated in Fig. 5.

Transition Potential Modelling

 The training of the machine learning (MLP) network 
model was conducted using the Land Change Modeler, 
with the land use change triggers consisting of five variables 
and land use maps from 2014 and 2018. The results of the 
model sensitivity analysis are presented in Table 5. During 
the specified period, the model demonstrated a high level 
of accuracy with all variables, reaching an accuracy of 
87.9%. The results of the sensitivity analysis, as elucidated in 
Table 5, demonstrate that the predominant driving forces 
are airports, while relative relief is the least significant.

Table 3. Spatial Regression Accuracy Test of Carbon Stock Reserve Variables in 2018

Table 4. Spatial Regression Analysis of Carbon Stock Reserve Variables in 2022

Source: Data Analysis, 2024

Source: Data Analysis, 2024

Model R-square AIC Moran Lagrange Lag Lag error Lag
Heteroke 
dasticity

Spatial 
Dependency

Classic 0.760553 311.175 0.00854 0.04880 0.29756 SARMA

Spatial Error 0.827054  307.582 0.03642 0.02661 0.05802

Spatial Lag 0.834779  306.889 0.21018 0.01216

Variable Coefficient Std.Error  z-value  Probability

W_KRB. 0.622324 0.148483 4.19123 0.00003

CONSTANT -542.544 148.27 -3.65915 0.00025

Protected                            0.214102 1.4342 0.149283 0.88133

Agriculture         -0.737243 0.952464 -0.774038 0.43891

Road access                     -0.00590488 0.00406924 -1.4511 0.14675

Flood                            -0.294431 0.294713 -0.999045 0.31777

Land title                          -9.38065 9.31859 -1.00666 0.31410

Relief                              0.593635 0.273385 2.17143 0.02990

Land val_                    2.32608e-05 6.50807e-05 0.357415 0.72078

City                                  36.9229 11.2262 3.28899 0.00101

Industry                                104.1 71.4647 1.45667 0.05021

Airport.                             31.4277 16.3897 1.91752 0.05017

Employment                           5.29773 2.14639 2.46821 0.0135

Population                        0.0193318 0.0168305 1.14861 0.25072
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Fig. 5. Maps of drivers of carbon stock change based on land use: (a) distance to airport, (b) distance to industry, 
(c) distance to city center, (d) distance to road, (e) relative relief

Table 5. Transition sub model: Sensitivity of the model to forcing independent variables to be constant

a. Forcing a single independent variable to be constant

Model Accuracy (%) Skill Measure Influence Order

With all variables 87.94 0.7588

Var 1 constant/city center 87.48 0.7496 4

Var 2 constant/airport 68.07 0.3613 1 (most influential)

Var 3 constant/industry 84.96 0.6992 2

Var 4  constant/road access 86.83 0.7366 3

Var 5  constant/relief 88.23 0.7646 5 (least influential)

b. Backwards stepwise constant forcing

With all variables 87.94 0.7588

Step 1: var.[5] constant 88.23 0.7646

Step 2: var.[5,1] constant 88.02 0.7604

Step 3: var.[5,1,4] constant 87.10 0.7420

Step 4: var.[5,1,4,3] constant 76.48 0.5296

c. Model skill breakdown by transition and persistence

Class Skill Measure

Transition: High carbon to low carbon 0.7066

Persistence: High Carbon 0.8109

Source: data analysis through land change modeler
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Prediction of carbon stock based on land use change 
and model validation

 The validation of the carbon stock level change 
prediction model was conducted through a comparison of 
the results of the 2022 carbon stock level prediction with the 
classified carbon stock map, which underwent a rigorous 
testing process for accuracy in 2022. The 2022 carbon stock 
prediction map was derived from the 2014 and 2018 maps, 
along with the driving forces. The results of the analysis 
are illustrated in Fig. 6, which presents the findings on the 
suitability of patterns, spatial distribution, and visualization 
between the 2022 carbon stock prediction map (Fig. 6a) and 
the 2022 classified carbon stock map (Fig. 6b).
 As demonstrated in Fig. 6, the predicted carbon stock 
map in 2022 exhibits a comparable pattern, shape, and 
area to the existing carbon stock map in 2022. The area 
with high carbon stock predicted was 2,752 ha, which is 
consistent with the existing carbon stock value of 2,689 ha. 
Subsequent to this, an accuracy test was conducted utilizing 
the confusion matrix, yielding an accuracy test result of 98%, 
signifying very high accuracy. The findings of this accuracy 
test demonstrate the viability of the algorithm, method, and 
variables employed in the development of carbon stock 
predictions in 2022 for application in the prediction of carbon 
stock based on land use types in 2026, 2030, and 2034. The 
land use prediction modeling approach utilizing a MLPNN-
MC algorithm demonstrated an exceptional degree of 
accuracy, with an accuracy test reaching 98%. This condition 
is influenced by the supervised backpropagation, which is 
capable of more accurately generalizing the transition of land 
use change. Furthermore, this algorithm has the additional 
benefit of being able to perform supervised learning 
transitions in a more directed manner through the artificial 
neural network in MLPNN. This research corroborates the 
findings of previous studies on the advantages of MLPNN-
MC in analyzing land use prediction modeling (Mirsanjari et 
al., 2021; Ren et al., 2019; Tariq et al., 2022). The high level 
of accuracy of land use prediction is also influenced by the 
data source for preparing detailed land use maps, as well 
as the use of complex driving forces variables. This research 
lends support to the assertion that the utilization of precise 
data sources is a fundamental element in the generation of 
accurate forecasts (James et al., 2020; Utami et al., 2024a). 
The Pleiades satellite images, which are capable of very high 
resolution, are able to produce highly detailed land use data, 
which in turn enables the generation of accurate predictions 
(Pu et al. 2018).

Modeling Carbon Stock Prediction Based on Land Use 

 The uncertainty of future land use represents a 
significant challenge for land management policy, with the 
potential for inappropriate policies to result in considerable 
environmental damage. The environmental damage 
caused by inappropriate land use is extensive and includes 
land degradation, water pollution, loss of biodiversity, 
damage to various ecosystems, and an increase in the 
frequency of natural disasters such as floods, landslides, 
droughts, and fires (Karamesouti et al., 2015; Peng et al., 
2023). Furthermore, the uncertainty of land use in relation 
to the condition of carbon stock in the future also has 
implications for increasing carbon emissions, which have 
an impact on increasing climate change disasters (Mason 
et al., 2023; Hayes et al., 2023; Xu et al., 2024; Yan et al., 2024). 
The analysis of land use predictions in relation to carbon 
stock is a crucial aspect to consider, given the high level of 
disaster vulnerability in the study area, as evidenced by the 
prevalence of floods, landslides, droughts, abrasion, and 
tidal waves (Kulon Progo Regency, 2023). 
 A model was constructed to predict land use in relation 
to carbon stock value in 2026, based on land use maps 
from 2018 and 2022, as well as variables that trigger land 
use change. The results of the modeling exercise for the 
year 2026 are presented in Fig. 7a. The multitemporal land 
use data from the preceding period and the driving forces 
variables were then employed to construct a prediction 
map of land use in relation to carbon stocks for the years 
2030 and 2034, as illustrated in Figs. 7b and 7c. In addition, 
the outcomes of the multitemporal land use prediction 
modeling can be presented in Fig. 7d.
 The carbon stock prediction modeling as shown 
in Fig.7a, b, c provides an overview of the carbon stock 
condition in 2026, 2030, and 2034, which tends to decrease. 
The decline in carbon stocks is attributable to alterations 
in land use, with a transition from high carbon stock land 
in plantation areas and mixed gardens to low carbon 
stock (built-up land/settlement) in the northern part of 
the study area. In the southern part of the study area, the 
shift from dryland farming to ponds led to a reduction in 
carbon stocks. The findings of the predictive modeling 
calculation through MLPNN-MC demonstrate that in 2026, 
the land utilization exhibiting high carbon stock potential 
(i.e. plantations, dryland farming, green space) amounts to 
2,637 ha, representing a decline from 2,689 ha in 2022. The 
analysis indicates that, by 2026, there will be a decrease in 
land from high to low carbon stock of 52 Ha, equivalent to 

Fig. 6. Comparison of map : (a) Prediction map of carbon stock; (b) Maps of carbon stock level
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Fig. 7. Map of predicted carbon stock reserve levels by land use year (a) 2026; (b) 2030; (c) 2034; (d) multitemporal

3,050 tonnes C/ha. The reduction of carbon stocks has been 
demonstrated to result in an increase in carbon emissions, 
which in turn has been shown to lead to an escalation in 
climate change disasters. The increase in development and 
demand for land is undeniable, especially in developing 
countries, including Indonesia (Li et al., 2023; Liu et al., 
2021). Data on the multitemporal decline in the area of 
high carbon stock land use in the study area are described 
in Fig. 8.
 The findings of this study indicate that the decline in land 
area with high carbon stock within the study area between 
2022 and 2034 is projected to amount to 153.4 Ha. The 
decline in carbon stock value from 2022 to 2034 is projected 
to amount to 9,665 tonnes C/ha, in accordance with the 
greenhouse gas coefficient established by ICLEI (2022). 
This transformation is primarily driven by the demand for 
land for airport development and the provision of land to 
support economic activities (trade and services). Following 
the development of the airport, a further decline in carbon 
stocks was observed in the study area. This accumulation 
of carbon stock decline, if mitigation measures are not 
implemented, will undoubtedly exacerbate the impact of 
global warming. The implementation of policies to protect 

forest areas, mangrove areas, and reforestation policies in 
green open space areas are crucial elements in maintaining 
the balance of carbon stocks (van Bijsterveldt et al., 2020; 
Dajam and Eid, 2024; Raqeeb et al., 2024; Alexandri et al., 
2024). 
 The empirical evidence presented in this study indicates 
that by the year 2034, there will be a notable expansion 
in built-up land (settlements, trade and services) and a 
significant increase in the number of ponds in green belt 
areas, fields, dryland agriculture, plantations, and mixed 
gardens, with an estimated total area of 153 ha. In this case, 
efforts to control land use change in order to maintain the 
balance of carbon stock are required (Dachary-Bernard et 
al., 2018; Koroso, 2023; O’Driscoll et al., 2023). The empirical 
evidence presented in this study indicates that by the year 
2034, there will be an increase in built-up land, specifically 
settlements, trade and service areas. 
 The research demonstrates that the factors influencing 
land use change are intricate and multifaceted. The 
utilization of a comprehensive range of variables, and 
multitemporal land use maps enables the investigation 
of dynamic land use patterns. The spatial modeling 
approach utilizing the MLPNN-MC algorithm enables a 

Fig. 8. (a) Area of land use with high carbon stock; (b) Carbon stock levels in 2022, 2026, 2030, and 2034

(a) (b)
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more comprehensive analysis of the transformation of land 
use change from one state to another, taking into account 
the influence of driving variables. The backpropagation 
technique employed in the MLPNN-MC algorithm enables 
the minimization of errors in spatial modeling of land use 
prediction, thereby facilitating the generation of accurate 
data with a success rate of 98%. 
 The findings of this study corroborate the previous 
studies, which indicate that land use has a significant 
influence on carbon stock changes (Wei et al., 2024; 
Achmad et al., 2024; Raqeeb et al., 2024). The role of land 
use in the form of mangroves and forests in absorbing 
carbon emissions is of great significance. In contrast, the 
construction of infrastructure, including roads, airports, 
and harbors, has been identified as a significant contributor 
to the increase in carbon emissions. The expansion of 
infrastructure is often accompanied by transportation 
activities, economic activities, and urbanization, which 
have implications for increasing energy demand and, 
consequently, high carbon emissions. Furthermore, these 
activities have an impact on current and future ecological 
conditions. 
 In light of these findings, it is imperative to implement 
measures to regulate land use in order to maintain 
equilibrium in carbon stock. This study reinforces the 
findings of previous research on the significance of land 
use planning policies based on carbon stock balance 
(Weindl et al., 2017). Such efforts may be made, for instance, 
through the optimization of mangrove ecosystems 
and forest areas through conservation, restoration, or 
reforestation (Dajam and Eid, 2024; Feller et al., 2017; Utami 
et al., 2024b). Furthermore, the allocation of land for green 
open spaces is imperative, given that reduced carbon 
stocks resulting in increased carbon emissions are a major 
driver of global warming. Land use predictions pertaining 
to prospective carbon stock levels furnish spatial data 
regarding the locations, patterns, and consequences of 
anticipated land transformations. The prediction carbon 
stocks represents a crucial aspect in the context of rising 
carbon emissions (Amadou et al., 2018; Araza et al., 
2023). The database and findings presented in this study 
should serve as the foundation for stakeholders in the 
formulation of sustainable land management policies, the 
development of spatial utilization planning and control 
strategies, and the creation of planning, management, and 
control frameworks for human activities (social, cultural, 
and economic) with the aim of mitigating the impact of 
climate change disasters (Hamad et al., 2018; Ismaili et al., 

2023; Xu et al., 2024). The integration of climate change 
mitigation with land use regulation and control represents 
a highly effective strategy for maintaining the balance of 
carbon stock (Xu et al., 2024). This study aims to address the 
limitations of previous research in carbon stock prediction 
modeling by enhancing the accuracy of predictions. 
However, the modeling is constrained to changes in 
land use types, without conducting a comprehensive 
assessment of vegetation types or vegetation density 
levels that may influence carbon values. The study employs 
a carbon stock scenario in 2034, utilizing driving factors 
such as social, economic, physical aspects and policies that 
are currently in effect. It is acknowledged that extreme 
changes in these factors are possible in the future, and 
that this has the potential to impact the predicted value 
of carbon stock. The development of predictive modeling 
research in the future is expected to further explore the 
carbon stock prediction modeling approach, with the aim 
of making it more comprehensive and accurate.

CONCLUSIONS

 The impact of land use dynamics on the decline in 
terrestrial carbon stock levels is significant. Uncertainty in 
future land use and carbon stock levels can be overcome 
through modeling to predict land use based on carbon 
stock levels using the MLPNN-MC Algorithm. This study 
was able to produce a prediction accuracy rate of 98% 
for carbon stock levels, thus filling the gaps in previous 
modeling studies. The high level of accuracy can be 
attributed to the use of detailed sources for land use 
map data, comprehensive driving forces factors, and a 
compatible MLPNN-MC algorithm. The significant driving 
factors resulting from the spatial regression analysis 
and land change modeler include airports, city centers, 
industries, roads, and relative relief. The research findings 
predict that in 2034, there will be a decrease in land use 
area from high to low carbon stock of 153 ha, or a decrease 
in carbon stock levels of 9,665 tonnes C/ha. The modeling 
provides information on the spatial distribution of land 
use and carbon stock values that are subject to change. 
The carbon stock prediction database is an important 
component in the formulation of land use control 
policies and climate change mitigation efforts. Although 
this study was able to produce a high level of accuracy, 
further research is required to consider vegetation types 
and calculate all components of carbon stock values more 
comprehensively.
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ABSTRACT. The incorporation of nature-based solutions into urban planning and development policies has become a 
pressing issue in many large cities worldwide, aiming to improve the urban environment and the well-being of city-dwellers. 
However, the establishment and management of urban green infrastructure can be expensive and may lead to spatial injustice 
or be ecologically inefficient due to the planning decisions. This study focuses on the Spatial Justice-Ecological Efficiency 
Nexus of urban green infrastructure in large Caucasian cities of Russia, where urbanization rates are rapidly increasing. The 
hypothesis of this study is that green infrastructure in Russian cities predominantly has an ecological aspect, meaning that 
it provides a large volume of ecosystem services that are still unavailable to a significant portion of the urban population. To 
explore this topic, we aim to assess the balance between the social and ecological aspects of green infrastructure in six case 
study cities, including Makhachkala, Grozny, Nalchik, Maykop, Vladikavkaz, and Stavropol. The assessment framework includes 
12 indicators, divided into two categories: spatial justice (6 indicators) and ecological efficiency (6 indicators). The spatial 
justice indicators assess the availability, accessibility, and distribution of green infrastructure, while the ecological efficiency 
indicators evaluate the performance of regulating and supporting ecosystem services. The results revealed that despite 
the common prevalence of ecological side in large Russian cities, the spatial justice side in the southern cities generally 
dominates over the ecological side, with most cities having an unbalanced nexus. Green infrastructure in the studied cities 
has a low ecological input, with a mean total score of around 300 points (out of 600), with most cities lacking protected areas 
and green areas beyond the edge effect. Meanwhile, the social side of the nexus is more developed, with an average score 
of 400. The study highlights the need for a more integrated approach to urban green infrastructure planning, considering 
both justice and ecological aspects to ensure a more just and sustainable urban environment. Overall, in this research we 
introduce a multidimensional approach to understanding the functions and qualities of green infrastructure that will allow 
for a more comprehensive assessment and planning of the rapidly growing southern cities. This study contributes to the 
understanding of the complex relationships between urban green infrastructure spatial justice and ecological efficiency, 
providing valuable insights for urban planners, policymakers, and stakeholders seeking to create more sustainable and 
equitable urban environment.

KEYWORDS: urban green infrastructure, social-ecological functions, green justice, ecological efficiency, spatial distribution, North 
Caucasian cities
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INTRODUCTION

 Today, many large cities around the world are striving 
to incorporate nature-based solutions into their planning 
and development policies in order to improve the urban 
environment and, as a result, the well-being of the urban 
population. Being the major source of ecosystem services 
and the core nature-based solutions in the city, green 
infrastructure aims to mitigate negative impacts of urban 
grey infrastructure, including different types of pollution, 
heat island effect, erosion, and psychological discomfort, 
and to provide a suitable place for daily recreation (Liu et 

al. 2021). Numerous studies (Shade et al. 2020; Evans et 
al. 2022) have also discussed the ability of urban green 
infrastructure to contribute significantly to the global 
mitigation of climate change and biodiversity loss, as 
well as positively influence food security by establishing 
interconnected blue-green networks throughout the cities 
with urban forests, green corridors, and urban agriculture. 
Several studies (Basnou et al. 2020; de Oliveira et al. 2022; 
Wang et al. 2022) on urban green infrastructure have 
proved to be efficient both on the local and global levels. 
 However, the establishment and management of 
urban green infrastructure has also proved to be expensive 
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in many cases and to perform so-called disservices. 
Considering the cost-related barriers, land- shortage, and 
land use regulations in urban areas, the development of 
green infrastructure often happens to be spontaneous or 
uneven (Shi 2020; Cousins 2021). As a result, some districts 
become much greener, safer, and more comfortable 
than others. Occasionally, it is the development of green 
infrastructure that aggravates the spatial injustice in 
cities. Several cases of “green gentrification” have been 
already described (Anguelovski et al. 2022; Rigolon et al. 
2023), when lower-middle-income districts get an intense 
green development and attract the upper-middle-income 
population that gradually effects the district’s land value 
and average prices, forcing the former population to move 
about. 
 An even more common controversy around urban green 
infrastructure is a conflict between its social and ecological 
aspects (Depietri 2022). The efficiency of primarily social 
functions to a significant extent depends on their spatial 
justice, meaning availability and accessibility to all city 
dwellers, including the even distribution of green elements 
in the city, as well as their management and functionality. 
In contrast, to perform the ecological functions (including 
mostly regulating and supporting ecosystem services) 
green infrastructure usually needs large, intact areas with 
limited access for the population. This assumption is not 
always accurate.Several studies (Fahrig 2020; Varentsov et 
al. 2023) have discovered that small green elements can 
be as efficient as large ones if they are interconnected and 
have good quality. Nevertheless, many features of green 
infrastructure required for their ecological efficiency (Yao et 
al. 2021) differ from those required for spatial justice (Yazar 
2023). It is also worth mentioning that urban residents are 
beneficiaries of ecosystem services, performed by green 
infrastructure, in any case. However, the question arises as 
to which portion of the urban population benefits and to 
what extent. For example, the existing green area can be 
directly used as a place for recreation, and simultaneously 
it provides regulating services (air purification, climate 
regulation). However, if this green area has limited access 
(e.g., it is not public) or is not big enough, then a certain 
part of the population cannot use it as a recreational site.
 This contradicting interaction gives birth to the 
Spatial justice - Ecological efficiency Nexus of urban green 
infrastructure. Generally, one side of the nexus prevails over 
the other in the city, resulting in the underdevelopment of 
either the social or ecological side and creating trade-offs 
at their interaction. However, the evidence demonstrates 
(Valente et al. 2020; Ferreira et al. 2021) that it is possible to 
support a balanced nexus with just and ecological features 
co-benefitting each other in the city. 
 The concept of the nexus has gained increasing 
prominence in urban ecological research as a framework 
for understanding the interconnectedness and 
interdependencies of critical resource systems within 
cities (Escobedo et al. 2019; Kumar et al. 2019). Traditional 
disciplinary approaches often fail to capture the complex 
interactions between different urban systems, leading 
to unintended consequences and inefficiencies. By 
adopting a nexus perspective on green infrastructure, 
researchers can analyze the synergistic effects and trade-
offs associated with urban development and green area 
planning, identifying opportunities for integrated solutions 
that enhance sustainability and resilience (Amaral et al. 
2021; Lampinen et al. 2023).
 Regarding this research, our hypothesis is that green 
infrastructure in Russian cities predominantly has an 

ecological aspect, meaning that it provides a large volume of 
ecosystem services that are still unavailable to a significant 
portion of the urban population. This idea is based on our 
previous studies (Klimanova et al. 2018; Klimanova et al. 
2020; Klimanova et al. 2021) and other works (Haase et al. 
2019; Murtazova et al. 2023; Konstantinova et al. 2024) for 
large Russian cities that revealed an uneven distribution of 
vegetation yet large total green areas as well as planning 
and monitoring issues. However, we have not studied 
southern Russian cities in particular. Therefore, considering 
the natural and planning regional peculiarities, we expect 
differences in the range of ecosystem services provided by 
southern urban green infrastructure. 
 In the context of Russia, the early Soviet planning for 
large cities mostly considered the recommendations of 
10 m2 of managed green area per person, 3 ha as a minimum 
size of a district park and 15-minute walking accessibility 
from the residential zone. As a result, many Russian cities 
have been recently demonstrating high results on green 
infrastructure availability, accessibility and ecosystem 
services performance (Matasov et al. 2020; Klimanova et 
al. 2021; Varentsov et al. 2023; Skachkova 2024). However, 
the urban population in Russia has been increasing, 
especially at the expense of large cities. Urbanization rate 
of the Southern and North Caucasian Federal Districts 
has demonstrated exceptional growth due to the natural 
increase, by 20%1 for all cities in the region on average 
since 2000. Besides, the Caucasian cities are becoming 
more popular with tourists, meaning that the quality of 
their urban environment is also an essential part for the 
general regions’ touristic attractiveness (Litvinova 2020). 
New residential, business and leisure areas transform the 
old planning and create new infrastructure patterns inside 
the urban zone, affecting the green elements accessibility, 
availability and justice. This new touristic attractiveness of 
the Caucasian cities also raises the question of who this new 
green infrastructure is for: tourists or the local population.
 In this study, we focus on the relation between justice 
and ecological aspects of urban green areas, unlike other 
studies on urban green infrastructure in Russia, including 
our previous assessments. The aim is not to evaluate 
ecological and justice aspects separately, but to assess 
their interaction and the consequences it poses on the 
efficiency and overall quality of green infrastructure. 
 The use of remote sensing and open-source data 
allows us to compare and evaluate numerous parameters 
simultaneously and not focus on a single aspect of green 
infrastructure, which is generally not enough to draw 
conclusions about its role in the well-being of the population 
and its contribution to improving the urban environment. 
In this paper, we hope to introduce a multidimensional 
approach to understanding the functions and qualities of 
green infrastructure. We believe that these concepts will 
allow for a more comprehensive assessment and planning 
of the various aspects of green areas.
 Therefore, this study aims to assess the state of the 
Spatial justice - Ecological efficiency Nexus in the large 
Caucasian cities of Russia to define the type of interaction 
between the just and ecological aspects of these cities’ 
green infrastructure and the emerging conflicts or co-
benefits. To meet this aim, we set several specific objectives: 
1) to introduce the concept of the Spatial justice - Ecological 
efficiency Nexus of urban green infrastructure; 2) to 
develop a method to assess this Nexus; 3) to determine 
the prevailing aspect of green infrastructure in the studied 
cities.

Illarionova O. A., Klimanova O. A. and Grechman E. V. URBAN GREEN INFRASTRUCTURE OF RUSSIAN SOUTH: ...

1Based on data for 2023 from The Federal State Statistics Service of Russia
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MATERIALS AND METHODS

Study Area

 The studied cities (Makhachkala, Grozny, Nalchik, 
Maykop, Vladikavkaz, Stavropol) belong to the North 
Caucasian and Southern Federal Districts of Russia. They 
are the administrative centers of the federal subjects with a 
population of over 100,000 inhabitants (Fig. 1). 
 The temperate climate in the Caucasian region 
changes from mild southern in Vladikavkaz, Nalchik, and 
Maykop to more continental in Stavropol and Grozny, and 
finally to semi-arid in Makhachkala. The natural conditions 
of the latter may be considered the least favorable for 
vegetation growth; however, it was concluded in several 
studies (Farrel et al. 2022) that the justice and intactness 
of green infrastructure is not always connected to the 
natural conditions but to the efficient management and 
planning. All of these cities have either a foothill location or 
a hilly terrain, which makes them particularly vulnerable to 
dangerous natural phenomena like floods, mudflows, and 
landslides.

Study design

 The design of this study is based on the idea that the 
quality of green infrastructure is defined by numerous 
features that may affect each other positively or negatively 
or exist independently (Fig. 2). We call the interaction of 
two particular features in this study the Spatial justice - 
Ecological efficiency Nexus. Depending on the prevalence 
of one or another Nexus side, it may be balanced (both 
sides are similarly developed), or imbalanced (one aspect is 
significantly better developed, often at the expense of the 
other). 
 The quality of urban green infrastructure is usually 
defined by three main characteristics (Lindholst et al. 
2016): 1) size, structure, configuration, location, and 
accessibility; 2) functionality and efficiency of ecosystem 
services performance; and 3) management, organization, 
and integrity. The assessment of the spatial justice of green 
infrastructure also depends much on these three groups of 

parameters, and usually it is the accessibility that is studied 
to the greatest extent, which is generally assessed by such 
parameters as the provision of a population with green 
elements, walking distance to them, and their distribution 
across the urban area (Maroko et al. 2009). The intactness, 
or ecological efficiency, of urban green infrastructure 
commonly depends on vegetation fragmentation, 
landscape position, connectivity, health, exposure to 
pollution, and species composition (Teixeira et al. 2021).
 We developed a set of indicators to individually assess 
the ecological efficiency and spatial justice of urban green 
infrastructure in Russian Caucasian cities (Table 1). Spatial 
justice parameters consider the share, degree, or availability 
of 1) open public green elements; 2) green infrastructure per 
capita; 3) green infrastructure designed for daily recreation; 
4) accessible green infrastructure in a 10-minute walk; 
5) residential greenery; and 6) green infrastructure even 
distribution. All of these indicators are meant to describe the 
availability, accessibility, efficient use, and just distribution of 
green infrastructure in a city.
 Ecological aspects include indicators that describe: 1) 
tree vegetation on steep slopes; 2) greenery of river zones; 
3) urban tree cover; 4) protected areas; 5) green area without 
the edge effect; and 6) large or interconnected small green 
elements. These parameters define vegetation’s ability to 
perform the most important supporting and regulating 
ecosystem services. For most indicators (except steep slope 
greenery and protected green areas) we considered only 
green infrastructure inside the built-up urban zone and 
those green elements, which are deeply incorporated into it.
 Since urban area are not supposed to be 100% green 
or intact like natural ecosystems, optimum values (Table 1, 
column 3) were adjusted to the recommended values, 
according to scientific studies, urban planning guidelines, 
or expert estimations. To conduct an integrated assessment 
of the Nexus, all values were normalized from their primary 
optimum value to a 100-point scale (for example, for 
protected areas the primary optimum value is 30% of 
total urban green area, thus, if a city has 30% of its green 
infrastructure protected, it will score 100). Thus, for each 
indicator, 100 points is the maximum. 

Fig. 1. Study area
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 Our assessment is based on various indirect indicators, 
such as the exposure to edge effects, the number of parks 
managed in accordance with general plans, and other 
factors from Table 1 that can be derived from publicly 
available data sources. These indicators provide information 
about the overall functionality and quality of green spaces. 
For example, if a park is managed for recreational use on 
a daily basis in accordance with its functional zoning as 
outlined in the general plan, we consider its management 
satisfactory. Similarly, we apply this logic to parks with 
protected status and parks that are not exposed to 
edge effects. These indirect indicators allow us to draw 
conclusions about the state of vegetation and ecological 
performance. However, direct assessment parameters 
like the age of trees, species diversity, vegetation state or 
visitors’ activity, management arrangements, “non-green” 
infrastructure can give a more detailed result of the Nexus 
assessment. 

Data

 The base for the indicators’ assessment is the urban 
landscape models for the study areas. We computed them 
by combining vegetation cover raster, derived from NDVI 
(basing on Sentinel-2 satellite images for summers months); 
valleys and watersheds raster, derived from Copernicus-30 
digital elevation models; urban functional zoning and built-
up types vector, derived from General Plans.

Methods

 Most indicators were assessed by calculating green 
area for different territorial units (residential districts, steep 
slopes, river zones, protected areas), using the Tabulate 
Area instrument in ArcGIS software. Slope steepness was 
calculated by using the Slope instrument. We also considered 
slopes outside the urban core, as they pose a threat to the 
adjacent built-up zone. We also did not include small river 
valleys (with river length less than 10 km), because their 
influence in comparison to other indicators is less significant. 

Illarionova O. A., Klimanova O. A. and Grechman E. V. URBAN GREEN INFRASTRUCTURE OF RUSSIAN SOUTH: ...

Fig. 2. The Spatial Justice – Ecological efficiency Nexus assessment design
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 To assess the evenness of green infrastructure’s 
distribution, we developed Even Distribution Index (EDI), 
based on Pierson’s criterion (Eq. 1).

 where N
un

 – is a number of nominal square units 
(200×200 m, a common size for a built-up block) that 
divide the built-up area of the city; N

opt
 – is a number of 

nominal square units, which are optimally greened (by at 
least 50%).
 The calculation of optimally and sub-optimally 
greened units (Fig. 3) was computed by using Attribute 
Table instruments. The square units were created by using 
the Grid Index Feature instrument.

 The calculation of 10-minute walking accessibility was 
carried out with the construction of graphs on the road 
network. From OpenStreetMap vectors with “highway” 
key, we selected only those roads, which are suitable for 
pedestrians. For this, we chose linear features with tags 
“footway”, “living street”, “path”, “pedestrian”, “residential”, 
“steps”, “footway”. All repeating parallel road lines were 
removed. Then we built a pedestrian roads graph. First, 
a set of linear features was converted into a single linear 
feature using the Dissolve tool, which was then converted 
into graph edges using the Features to Line tool. The 
graph nodes were built through the Network Dataset 
construction tool in ArcGIS Catalog using the calculated 
length of each edge. Next, we calculated the area of 
residential zones within a 10-minute walking distance 

Table 1. Spatial justice and ecological efficiency parameters of green infrastructure Nexus and their meaning

Spatial justice indicators Interpretation Primary optimum value

Open public green area
Share (%) of publicly open urban green area 

from all urban green area
100% of all urban green infrastructure

Public green area per capita 
Population provision (m2/per.) with publicly 

open green area
9 m2/per.

Green area, designed for daily recreation
Population provision (%) with urban green 

area, designed and maintained for daily 
recreation

Basing on the standard 4 ha / 1000 per. 
(Jenkins et al. 2005)

Accessible green area in 10-minute walk 
zone

Share (%) of parks larger than 1 ha within the 
10-minute walk from residential areas

100% accessibility for residential area

Residential green area
Share (%) of green infrastructure in 

residential areas (excluding private sector)
50% of all residential area (Breuste 2023)

Even Distribution Index
Evenness of green elements distribution, 

based on Pierson’s criterion
0

Ecological efficiency indicators Interpretation Primary optimum value

Steep slopes forestation
Share (%) of steep slopes (>12o), covered by 

tree vegetation
100% of steep slopes

River valleys greenery
Share (%) of urban river zones (200 m buffer 
from rivers longer than 50 km, 100 m – rivers 

longer than 10 km) covered by vegetation
50% of urban river zones

Urban tree vegetation
Share (%) of tree vegetation from all urban 

green infrastructure
50% of all urban vegetation (Borelli et al. 

2023)

Urban protected areas
Share (%) of protected green area from all 

urban green infrastructure
30% of all urban vegetation

Green area outside the edge effect
Share (%) of green area without the edge 

effect (140 m)
50% of all urban vegetation

Green area connectivity
Share (%) of separate large (<10 ha) or 

interconnected small green elements from 
all urban green infrastructure

70% of all urban vegetation (Bolliger et al. 
2020)

(1)

Fig. 3. The example of greened nominal square units’ calculation in the built-up zone of Nalchik
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(approximately 800 m). From the pre-digitized functional 
zoning scheme from the General Plans, the following 
zones were selected: residential private sector, residential 
mid-rise development, residential low-rise development, 
and residential multi-story development. We consider 
these zones as “residential areas”. 
 We also used functional zoning to assess open public 
green areas and green areas designed for daily recreation. 
We regarded green infrastructure as open and public 
if it was located outside functional zones with limited 
access: residential private sector, engineering and utility-
warehouse zones, industrial zones, zones of special 
public development (schools, hospitals), green areas for 
special purposes (military zones, airports), restricted areas, 
private gardens, and agricultural lands. As to the green 
infrastructure, designed for daily recreation, we selected 
green elements specifically mentioned as recreational areas 
in general plans (but only those, which were located close 
to business or residential zones) and other green elements 
with unlimited public access, located inside residential and 
central business areas with an area of more than 1 ha.
 To conduct an integrated assessment of the Spatial 
justice - Ecological efficiency Nexus, we summed final 
normalized values separately for social and ecological 
parameters and compared the results to determine which 
nexus side dominates.

RESULTS

Ecological efficiency

 The results show that generally green infrastructure in 
the studied cities has a low ecological input with a mean 
total score of about 300 points (max. 600). In general, 
Stavropol and Vladikavkaz have the most developed 
ecological side of the nexus, especially the first city, with 
almost all indicators scoring above 50 points and having 
a relatively high result for protected areas. In contrast, the 
latter city has varying ecological indicators with very low 
scores for areas beyond the edge effect and protected 
green areas. The current green infrastructure efficiently 
performs most of its ecological functions; however, the 
lack of protected and intact areas undermines its future 
stability and ability to do so, especially considering the 
growing population in the city and probable land sealing 
as a result. Grozny stands out among the studied cities 
due to its below-average ecological parameters. Especially 

concerning are a low forestation of steep slopes and a 
small share of tree vegetation inside the densely built-
up zone that is important for a cooling effect during the 
hot summer. The two examples of a “leader city” and an 
“outsider city” (Fig. 4) of the ecological nexus side differ 
drastically from other studied cities with a score close to 
average (around 300). Most of them lack protected areas, 
green areas without edge effects and connected elements. 
Yet, their green infrastructure mostly consists of tree 
vegetation, and the steep slopes are significantly forested.
 The least developed part of ecological aspect is the 
share of protected green areas, which is significantly less 
than 30% in most cities. The only exceptions are Stavropol 
and Makhachkala with relatively large protected areas of a 
regional significance (natural monuments and zakazniks2) 
within urban boundaries. A small share of green area, 
beyond the edge effect, is also closely connected to the lack 
of protected areas. Still, it is the protected areas indicator 
that effects the results most of all. The establishment of 
protected areas is a global challenge, since the goal of 
reaching 30% is not reached in most regions, especially 
in densely built-up areas. The phenomenon of large 
Russian cities is that by absolute estimates they are ones 
of the greenest cities in the world due to the relatively 
sparse development, Soviet planning and large areas of 
inconvenient for development land, like floodplains, ravines 
or steep slopes. Therefore, the problem of a low percentage 
of urban protected areas is not because of the lack of 
green areas in cities, but due to the opposite direction of 
policy instruments that aim to protect areas which are easy 
to protect, and to create urban green infrastructure that 
mostly meets social needs. Meanwhile, urban protected 
areas are a field that can become a compromising sphere 
in the Spatial justice – Ecological efficiency Nexus for its 
ability to evenly provide both social and ecological services 
for the city. 
 Due to the favorable natural conditions, the tree cover 
indicator is usually the best on this side of the nexus. 
Steep slopes are especially well forested in most case 
studies (by 70% on average), meaning that erosion control 
and landslide risk prevention functions are performed 
efficiently by urban green infrastructure. This is an 
important interconnection with the social sphere of the 
nexus because these functions directly influence the safety 
of the population living at the foothill. 

2State protected areas that are generally similar to IUCN protected areas categories III, IV and V.

(a)
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 The greenery of river zones is also relatively successful 
in this regard (around 60% of river zones is vegetated), 
and the largest urban rivers generally have parks as their 
embankments. Compared to other Russian cities, our 
finding is an outstanding result, considering that many 
large cities have concrete main embankments with little 
vegetation or unmaintained parts. Yet, despite being green 
and well-maintained, river zones in the studied cities have 
few connections to urban green elements. Besides, the 
indicator for large and interconnected small elements 
is low (less than 40% of green area is interconnected or 
form large patches), with most vegetation concentrated 
in residential areas and a few disconnected, though large, 
parks. River zones are practically the largest green corridors 
in the studied cities, which paradoxically mostly perform 
a social role by providing public green areas rather than 
connecting other green elements. This is an important point 
of contact for social and ecological aspects of the nexus 
and a potential for ecological improvement, because by 
connecting nearby parks and unmanaged green patches 
to the green river zones with boulevards and corridors, the 
total interconnectivity of urban green infrastructure can 
increase significantly, thus making it more stable, resistant, 
and self-sufficient. 

Spatial justice

 Generally, the social side of the nexus is developed 
better, scoring on average 390, with one indicator (green 
area per capita) reaching the maximum value in every 
city. Even though we consider only the open public green 
infrastructure inside the built-up area for this parameter, it is 
still green enough to meet the WHO standard of 9 m2/per. 
Moreover, the lowest absolute value in Makhachkala is 
still almost three times higher than this recommendation. 
This indicator demonstrates that overall, green elements 
are available for the North Caucasian cities. On the whole, 
the green infrastructure inside urban built-up areas is, on 
average, 60% open and accessible to the entire population. 
To increase clarity, use active voice: Private households and 
gardens, which constitute between 40% and 70% of all 
green areas with limited access, primarily restrict access. 
Industrial greenery does not occupy much area inside 
the built-up zone, and other types of green infrastructure 
with limited access are usually located outside the urban 
built-up zone. This result suggests that a rare provisioning 
function within urban green infrastructure in large Russian 
cities plays a significant role. Since private greenery is often 
used for agriculture, we may speculate that about 20% 
of urban green infrastructure inside the built-up zone is 

capable of performing a provisioning service, which is a 
crucial point for the social side of the nexus. 
 Other residential areas, excluding the private sector, are 
on average 30% green, with the worst results (about 20%) 
in cities with the old densely built-up districts (Maykop, 
Vladikavkaz). It means that a considerable share of the 
population receives a number of ecosystem services daily, 
and the environment of their living is being constantly 
regulated by vegetation. Yard vegetation (house-side 
trees, flower beds, yard lawns and bushes) forms places 
for daily recreation; however, it offers a limited variety of 
recreational services. Thus, other green elements, like parks 
and public areas, should be considered to assess the green 
infrastructure’s potential for providing daily recreation. 
Besides, this indicator allows one to see how much 
green infrastructure is maintained and managed, which 
is important for its social efficiency. On the whole, the 
population is well provided with green elements for this 
kind of activity. The only outsider is Makhachkala, which has 
managed green elements for daily recreation within the 
urban built-up zone, meeting only 40% of the population’s 
needs. The social justice of urban green infrastructure and 
its services are also assessed by their proximity to users. 
The assessment has revealed that 10-minute walking 
accessibility to urban parks with an area of at least 1 ha 
from residential areas (excluding private homes which are 
far from public green spaces) is among the least developed 
social parameters of the nexus. On average, only 50% of 
residential areas in the studied cities have public green 
spaces within walking distance. This result demonstrates 
that green infrastructure’s availability is not a problem 
for most cities, but its accessibility is. Despite being well 
provided with open and functional green elements, their 
location is not evenly distributed for all districts and 
populations. This conclusion is also supported by low 
values of the Even Distribution Index, which demonstrates 
that the current vegetation distribution model does not 
even half coincide with a perfectly even model. For most 
cities, the EDI value is about 0.8. Unlike most northern cities 
in Russia, the greenest parts here are not concentrated on 
the outskirts or in the river valleys, but in the private sector 
and health resorts. There are also cases when EDI values for 
the same types of residential areas in one city drastically 
vary. It means that greening depends not only on the 
planning and configuration of development but also on 
the quality of greening in the specific area.
 It is worth mentioning that high values of this social 
parameter shall not necessarily conflict with the ecological 
parameter of large and interconnected small elements, 
because even distribution does not necessarily mean solely 

Fig. 4. Ecological efficiency parameters of the “outsider city” – Grozny

(b)
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Fig. 5. Spatial justice parameters of the “outsider city” – Makhachkala

fragmented vegetation. The current green distribution 
model in most cities studied presents a mosaic of several 
poorly connected, well-green districts and those with little 
vegetation. The most even and optimal model can be 
found in Stavropol, where three large urban forests play 
the role of the main green massifs in the city, and evenly 
green built-up areas are distributed throughout the urban 
area.
 In general, green infrastructure of all studied cities can be 
considered to be socially efficient, except for Makhachkala (Fig. 5), 
which has relatively low scores for all parameters (below 50). 
The best results are demonstrated by Stavropol and Nalchik, 
having the most available, accessible, and evenly distributed 
green elements. This assessment does not allow us to draw 
conclusions on other qualitative parameters of their green 
infrastructure (attractiveness, vegetation health condition, 
etc.). Yet, planning is one of the most challenging aspect of 
green infrastructure organization and its current disposition in 
these two cities is quite favorable for organizing the optimum 
green model. As for the other cities, the accessibility of green 
infrastructure can only be improved by establishing new, 
though small, public green spaces in sandlots, unmanaged 
areas with vegetation, or significantly sealed open spaces.

Nexus balance

 The integrated assessment of Social-Ecological Nexus 
functioning of green infrastructure revealed that in all case 
studies, the social aspect of green infrastructure dominates 

over the ecological, and in three cities, this imbalance is quite 
drastic (Fig. 6). The relation between both nexus sides may 
be beneficial or contradictory. One of the most common 
conflicting aspects of Social-Ecological Nexus of urban green 
infrastructure is vegetation fragmentation. On the one hand, 
many studies confirm that large patches are better for the 
volume and variety of different ecosystem services. 
 On the other hand, the same green area, deconcentrated 
into smaller patches, provides services for more population 
and forms a more just urban environment. However, small 
elements happen to be more vulnerable, less resistant, and, 
as a result, more expensive to support and less efficient. The 
compromise for these two conflicting sides is green links for 
small patches, which is partly met in Stavropol, Vladikavkaz, 
and Nalchik. Other ecological parameters do not contradict 
that much with social parameters but rather complement 
them. The greenery of river zones or the establishment of 
protected areas benefits the social aspect, and the forestation 
of slopes improves the population’s safety. The problem, 
however, is that high values of social parameters (other than 
green linkage) do not usually positively affect the ecological 
side of the nexus. In other words, high ecological efficiency 
can improve the social aspect, but high social development 
cannot dramatically increase the ecological efficiency of green 
infrastructure. Ecologically inefficient green infrastructure 
gradually affects the social side as many services become 
unavailable. It can be said that the bigger the gap between 
the ecological and social sides is, the more contradictory the 
relation between them gets. 

(b)

(a)
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Fig. 6. Integrated assessment of the Spatial justice – Ecological efficiency Nexus in the studied cities (the numeration of 
diagram bars correlates with the numeration of indicators in the legend)

 The most balanced nexus among the studied cities 
is found in Stavropol, with both sides scoring above 400 
points and being equally developed. In Nalchik, Maykop, 
and Grozny, the social side of the nexus overwhelms the 
other one by more than 30%. This imbalance demonstrates 
that the urban population is currently more or less fairly 
provided with green areas, and all districts have a necessary 
amount of accessible, managed green infrastructure, but 
the green elements’ integrity and ecological efficiency are 
vulnerable. The neglect of several ecological parameters, 
especially the lack of protected areas and green linkages, 
undermines the quality and availability of green spaces for 
future use by the population. Another case is Makhachkala, 
which has low results for both nexus sides. The opposite 
case is Grozny, with quite high scores for the social aspect 
but the lowest scores for ecological efficiency, meaning 
that its green infrastructure is vulnerable and its functioning 
is limited. 

DISCUSSION

 Unlike most large cities of the European part of Russia, the 
studied southern cities demonstrate less ecological efficiency. 
This pattern is partly explained by natural conditions because 
cities within the semi-arid zone have less natural vegetation, 
especially woody, and it is more challenging and expensive to 
link green elements. However, numerous studies (Meerow et 
al. 2021; Miroshnyk et al. 2022) emphasize that the efficiency 
and quality of urban green infrastructure largely depend on 
management and planning rather than natural conditions. 
This is because the urban environment, whether arid or humid, 
creates unfavorable conditions for most plants in any case. 
 Yet, when comparing our results on ecological efficiency 
with the population needs, the amount of the available green 
areas appears to be sufficient, like in most other Russian cities. 
Besides, due to the vast green yards and Soviet planning of 
district parks according to the old city plans, residential areas 
have enough vegetation to perform climate-regulating and 
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recreational functions for the city dwellers. These results are 
supported by other studies conducted for other Russian cities, 
including the southern ones (Danilina et al. 2021; Klimanova et 
al. 2021; Murtazova et al. 2023). 
 As a result, we can state that the green infrastructure of 
the studied cities shares many properties with other Russian 
cities, like the abundance of small district parks, green yards, 
and the concentration of tree vegetation on the steep slopes 
and in the river valleys. However, there are several crucial 
structural differences that make their green infrastructure 
distinctive regarding the Spatial Justice – Ecological Efficiency 
Nexus. For one, up to 50% of green area in many other Russian 
cities is concentrated in several large patches with an area of 
more than 50 ha (urban forest parks, suburban forests and 
agricultural lands). This structure is often responsible for better 
fragmentation and intactness results. Green infrastructure in 
the studied cities is mostly composed of small elements with 
an area of less than 10 ha, meaning that it is more fragmented 
and less connected. Besides, it is usually small river valleys that 
act as green corridors (Illarionova et al. 2024), and there are 
relatively few of them in the cities under study. 
 Another important aspect that affects the ecological 
efficiency of green areas is a lack of special protection status. 
This status does not necessarily mean that urban residents 
cannot visit green zones. Its purpose is to grant sustainable 
management, use and organization, and to efficiently combine 
different functions of green infrastructure. In fact, it can be a 
valid instrument to close the gap between conflicting sides 
of the Spatial justice – Ecological efficiency Nexus. However, 
our results show that most green infrastructure in the studied 
cities lacks this status. Despite being a promising tool for 
urban environment improvement, it seems unlikely that 
this particular parameter will be improved. According to the 
Resolution of the Government of Moscow dated December 27, 
2024 No. 3160-PP, urban protected natural areas were changed 
into urban protected green areas. The provisions of the Federal 
Law № 33 “On Specially Protected Natural Areas” that used to 
protect these areas are no longer in effect, and there is no 
longer a direct ban on activities that cause harm to ecosystems 
and their components. In the context of this research, there is 
a risk that other cities may follow this practice and also abolish 
the protected status of urban natural, thus further affecting 
the ecological efficiency of green infrastructure. 
 On the other hand, these cities are mostly low-rise and 
sparsely populated. Moreover, southern cities are increasingly 
gaining popularity as domestic tourist destinations, leading 
to the intensive development of recreational green elements 
for the city’s guests.It is also a topic for further discussion and 
research, whether green infrastructure can be considered 
spatially just when developed and created primarily for tourists 
rather than the local population, and whether it can start green 
gentrification.

Limitations and future aspects

 While our study provides valuable insights into the relation 
between ecological and justice aspects of green infrastructure, 
it is important to acknowledge certain limitations. To make the 
research more representative, it is necessary to assess pairs of 
green infrastructure spatial justice and ecological efficiency 
parameters that directly oppose each other (e.g., path density 
in forest parks and forest vegetation fragmentation, parks 
proximity to public transport and green zones intactness; 
variety of green elements for recreational activities and for 
regulating or supporting services).
 Moreover, data on biodiversity and visitor activity, data on 
the state of vegetation, species, plants age, inner “non-green” 

infrastructure, park management and other components 
can provide a detailed picture of the actual impact of spatial 
distribution and ecological parameters on green infrastructure 
conditions. However, to consider these limitations, a lot of data 
sources are needed, which are difficult to gather for several 
large cities. It is also worth stressing that the number of case 
studies is not enough to define different types of Nexus Spatial 
justice – Ecological efficiency in Russian cities. In this study, we 
roughly divide cities with a balanced and unbalanced Nexus, 
yet there may be more types of Nexus sides interactions. 
Besides, more conclusions about the efficiency of green 
infrastructure and suggestions for its planning can be drawn 
based on the prevailing and underrepresented parameters 
of green elements if more cities are analyzed. Future research 
should address these limitations by employing new data 
sources to assess the most suitable two-by-two opposing 
parameters and by including more large cities in the study.
 The concept of nexus in this domain of research should 
also be addressed cautiously, because the application of the 
nexus approach in an urban green infrastructure context 
requires further development of different methodologies for 
assessing the social, economic, and environmental impacts of 
nexus-based interventions. Future research should focus on 
refining these methodologies and exploring the role of urban 
governance, policy, social infrastructure, and vegetation state 
in facilitating the effective implementation of nexus-based 
strategies to support a sustainable urban environment.

CONCLUSIONS 

 Our assessment of the Spatial Justice – Ecological 
Efficiency Nexus of green infrastructure has revealed that 
most studied cities have an unbalanced nexus with a drastic 
prevalence of a social side. These high results for the social 
part are partly achieved because of the vast green area per 
relatively small population, meaning that North Caucasian 
cities have a lot of available green infrastructure. However, its 
accessibility is worse since the recommendations for the open 
public or recreational green areas in the walking vicinity to the 
residential districts are not met in most cities. 
 The analysis of ecological parameters has demonstrated 
that green elements in North Caucasian cities are mostly 
unstable due to the weak interconnection even along the 
large rivers and a lack of the protection status. The vast 
urban green areas mostly consist of tree vegetation (even in 
semi-arid Makhachkala) that can produce more supporting 
and regulating services for the urban environment than 
grasslands. However, most of these trees are under the edge 
effect, meaning that their state, intactness, and ecological 
functionality will be gradually decreasing. 
 The situation in the studied cities is not of the social 
aspects of green infrastructure prevailing at the expense of 
the ecological side. It is more like the current development 
affects more ecological functions, namely the sealing of river 
valleys, the unwillingness or inability to establish protected 
areas in the cities, and a lack of a unified planning system for 
the whole urban area that would consider the linkage of green 
elements at different spatial levels. The intensity of the current 
population growth and development in the urban area does 
not exceed the green infrastructure’s potential to perform 
social functions yet. Besides, individual park projects and 
reconstructions generally positively affect the social aspect of 
green infrastructure. However, the neglect of the ecological 
side results in the cost increase and efficiency reduction of 
green elements that gradually lead to green injustice and 
shortage. 
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ABSTRACT. When considering the possible use of climate model data, it is necessary to choose which model is most 
appropriate to use. There are many methods for evaluating and selecting climate models in the literature, but there is no 
established consensus on which method is the most robust for determining model skill. In this article, we tested seven widely 
used methods for evaluating climate models in the Arctic using CMIP6 surface air temperature data: a single statistical metric 
method (root mean square error, spatial trends), a single skill score method (Taylor skill score, probability density function), 
a combination of several statistical metric methods (Taylor diagram, interannual variability skill score, comprehensive rating 
metric, etc.), and a multiple statistical criteria method (percentile-based approach). To evaluate their consistency, each 
method was applied to two periods: 1951-1980 and 1981-2010. For each method, the models were ranked and classified into 
three quality groups (very good, satisfactory, unsatisfactory). The comparison of methods was performed by comparing the 
differences in the average values of the normalized statistical measures, the differences in the model ranks, and the definition 
of the model quality groups. For each method, an optimal set of models corresponding to the top 25% was selected. One 
of the main objectives of the study was to compare the ability of the methods to identify the best model for the selected 
ensemble, regardless of the time period (i.e., without sensitivity to natural variability). The results suggest a preference for 
methods using root mean square error and a percentile-based approach.
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INTRODUCTION

 At present, climate models are the most valuable tool 
in projecting future climate under different scenarios 
(Taylor et al. 2012; Stocker et al. 2014; Otero et al. 2018). 
Over the years, global climate models (GCMs) have been 
continuously developed by different modeling centers, 
incorporating diverse parameterizations. Consequently, 
future climate projections from these models can 
vary significantly, leading to substantial uncertainty 
in projected changes of climate variables (Knutti et al. 
2010; Stocker et al. 2014). In addition to this considerable 
projection uncertainty, individual models often have 
significant biases. Therefore, a multi-model ensemble of 
GCM simulations is commonly employed in research, as it 
has been shown that ensemble means tend to cancel out 

individual model biases - i.e., the ensemble mean of a large 
group of models generally outperforms any single model 
in most cases (Gleckler et al. 2008; Knutti et al. 2010; Raju 
and Kumar 2020).
 However, in the IPCC’s Sixth Assessment Report (AR6), 
climate models were assigned weightings when assessing 
future projections for the first time. This was due to the 
“hot model” problem: a subset of CMIP6 models exhibited 
climate sensitivities outside the range estimated from 
multiple lines of evidence (Sherwood et al. 2020). This issue 
has prompted efforts within the community to establish 
robust model selection criteria (Hausfather et al. 2022). 
Research indicates that selecting skillful GCMs can reduce 
uncertainty in ensemble projections compared to using 
the full set of dozens of models (Herger et al. 2018; Gnatiuk 
et al. 2020). As a result, various model selection criteria and 
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evaluation methods have been introduced in the literature. 
A categorization mind map of these methods is provided 
in Appendix A.2.
 One approach to reducing uncertainty is to select only 
those models that perform well in historical simulations 
when compared to observations. The primary assumption 
underpinning this approach is that model skill in historical 
simulations is a reliable predictor of model performance in 
future climate projections; that is, models that are skillful 
in historical simulations are also likely to be skillful in their 
response to forcing. Numerous studies have demonstrated 
that the response to forcing is sensitive to baseline 
climatology, which supports this assumption (Caballero 
and Huber 2013). However, if there is a substantial change 
in the relative importance of different processes shaping 
regional climate, then this assumption – that historical 
skill predicts future model performance – may not hold. 
Additionally, given the considerable internal variability 
within models, it is essential that the evaluation of model 
skill be conducted over a long period (several decades) to 
ensure a fair assessment of model performance (Jain et al. 
2023). Furthermore, it is crucial that the criteria for model 
selection are not overly sensitive to the phase of natural 
variability within the climate system.
 There is no consensus among researchers on best 
practice for climate model evaluation and selection (Knutti 
et al. 2010; Ahmadalipour et al. 2017; Herger et al. 2018; 
Calvin et al. 2023). This lack of agreement has resulted in 
a diverse range of approaches; for example, some studies 
employ only a single statistical metric for GCM evaluation 
(e.g., Walsh et al. 2008; Macadam et al. 2010; Sillmann et 
al. 2013; Agosta et al. 2015), while others utilize multiple 
statistical metrics (e.g., McMahon et al. 2015; Aghakhani 
Afshar et al. 2017; Ruan et al. 2019). For instance, the near-
surface air temperature simulations from 17 GCMs were 
analyzed using just one statistical metric – root mean 
square error (RMSE) – and models were ranked from the 
lowest to the highest RMSE values (Reifen and Toumi 2009; 
Macadam et al. 2010). Herger et al. (2018) selected an 
optimal subset of 38 GCMs for surface air temperature and 
precipitation based on RMSE. RMSE was also employed for 
inter-model comparison and evaluation by Sillmann et al. 
(2013) and Zhou et al. (2014). Other statistical metrics have 
been used to assess GCM accuracy as well – for example, 
Kumar et al. (2013) evaluated 19 GCMs based on trends in 
temperature and precipitation across continental areas. 
Maxino et al. (2008) and Perkins et al. (2007) proposed 
a skill score that measures the common area between 
the probability density functions (PDFs) of modeled and 
observed data.
 Many studies evaluating the accuracy of GCMs utilize 
the Taylor diagram, which combines three statistical 
criteria – standard deviation (STD), RMSE, and correlation 
coefficient (r) (Taylor 2001). This diagram is summarized 
into a single metric – the Taylor skill score (Taylor 2001; 
Inoue and Ueda 2011; Ogata et al. 2014; Sharmila et al. 
2015; Kadel et al. 2018; Yang et al. 2020). It should be noted 
that even when employing the same evaluation methods, 
researchers often apply different thresholds for sub-
ensemble selection, as there is frequently no clear criterion 
defining a model as “good” or “bad” within these evaluation 
frameworks. For example, the Taylor skill score has been 
utilized by Sharmila et al. (2015), Kadel et al. (2018), and 
Yang et al. (2020), but with varying thresholds.
 Some studies evaluating GCMs have employed 
multiple statistical metrics. For example, McMahon 
et al. (2015) assessed 23 GCMs using RMSE, the Nash-
Sutcliffe Efficiency coefficient (NSE), and the coefficient 

of determination (r2) for temperature and precipitation 
patterns. Kumar et al. (2015) considered bias, trend analysis, 
and Taylor diagrams to evaluate simulations of extreme 
winds from 15 GCMs across 22 regions. Aghakhani Afshar 
et al. (2017) evaluated 14 GCMs for precipitation using four 
statistical criteria: r2, NSE, percent of bias (PBIAS), and the 
ratio of root mean square error to the standard deviation of 
measured data (CPI). Furthermore, Aghakhani Afshar et al. 
(2017) categorized the statistical metrics into four groups – 
very good, good, satisfactory, and unsatisfactory – using a 
threshold criterion, ultimately selecting models with scores 
between 75% and 100%, which were ranked as the very 
good group. Jiang et al. (2015) evaluated 31 GCMs for total 
precipitation and three indices (the fraction of total rainfall 
from events exceeding the long-term 95th percentile, 
precipitation intensity, and maximum consecutive dry 
days) over China, employing a Taylor diagram and the 
Interannual Variability Skill Score (IVS; Chen et al. 2011). 
They further ranked the models using a Comprehensive 
Rating Metric. You et al. (2018) applied a similar analysis 
and model selection process as Jiang et al. (2015), but 
additionally analyzed trends and IVS for both the sub-
ensemble and full ensemble across 16 temperature indices. 
This comprehensive rating metric has been utilized in 
many studies for model ranking, including those by Jiang 
et al. (2015), You et al. (2018), Rao et al. (2019), Ahmed et al. 
(2019, 2020), and Cai et al. (2021).
 Other researchers have employed more complex 
methods involving multiple (up to seven) statistical criteria 
for evaluating the reliability of GCMs (e.g., Fu et al. 2013; 
Rupp et al. 2013; Ruan et al. 2019; Jia et al. 2019; Gnatiuk 
et al. 2020). These studies used different combinations of 
variables – such as air temperature, precipitation, wind 
speed, shortwave radiation, and nutrients – and a varying 
number of GCMs, ranging from 11 to 41. To compare the 
models, researchers ranked them based on their total 
scores and selected the relatively best GCMs: for example, 
8 out of 41 models – around 20% (Rupp et al. 2013), the 
top 25% of models (Ruan et al. 2019; Gnatiuk et al. 2020), 
or the top 30% (Jia et al. 2019). All of these authors suggest 
the use of a method that incorporates multiple statistical 
criteria rather than relying on a single metric.
 Furthermore, there is no universally accepted method 
for climate model evaluation and selection. A significant 
challenge is the trade-off associated with ensemble size: 
the stricter the filtering of non-skillful models, the smaller 
the ensemble becomes, which can increase the influence of 
individual model biases in the ensemble mean projections.
 Any model selection criterion should also be robust – that 
is, it should consistently identify similar models as skillful 
across different time periods used for model evaluation. 
This task presents particular difficulties given the large 
natural variability and internal variability within models. 
Consequently, there has been a shift toward evaluating 
models based on processes rather than states (Eyring et al. 
2019).
 In summary, various methods are employed to evaluate 
and select appropriate GCMs for specific research questions 
(Herger et al. 2018; Raju and Kumar 2020; Calvin et al. 2023). 
Chai and Draxler (2014) recommend using several statistical 
metrics, including RMSE and mean absolute error (MAE). 
Raju and Kumar (2020) suggest considering the statistical 
metrics in a category-wise manner – for example, one 
metric for error, one for correlation, and one for skill score 
– and then computing the overall weight of the metrics, 
for instance, using a rating method. Fu et al. (2013), Ruan et 
al. (2019), Jia et al. (2019), and Gnatiuk et al. (2020) propose 
the application of multiple criteria for model evaluation.
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 Currently, there is no comprehensive comparison of 
these different methods for evaluating climate models; 
therefore, this study aims to fill this gap. We tested several 
widely used approaches, ranging from a single statistical 
metric to multiple metrics: (i) RMSE, (ii) spatial trends, 
(iii) TSS, (iv) PDF, (v) Taylor diagram, IVS, MR, (vi) Taylor 
diagram, MAE, trend, and (vii) a percentile-based method 
for evaluating CMIP6 surface air temperature (SAT) in the 
Arctic. To compare these methods with each other, we 
ranked GCMs according to their performance for each 
approach and selected the top 25%. Additionally, we 
conducted the analysis over two different periods – 1951-
1980 and 1981-2010 – to assess the consistency of these 
methods.

MATERIALS AND METHODS

Study area and data

 In this paper, we compare model evaluation methods 
based on surface air temperature in the Arctic (60-90° N). 
Simulations of historical surface air temperatures from 25 
GCMs from the Coupled Model Intercomparison Project 
Phase 6 (CMIP6) were obtained from the Earth System 
Grid Federation portal1. Information about these models is 
provided in Table A.1. The list of model names is presented 
in Fig. 1. The model data were compared to observations 
from the Berkeley Earth database (Rohde et al. 2013; Rohde 
and Hausfather 2020). The Berkeley Earth database is a 
comprehensive global land-ocean temperature record that 
integrates monthly land temperature data from over 40,000 
weather stations with sea surface temperature data from 
HadSST3 (Hadley Centre Sea Surface Temperature dataset, 
version 3). Using kriging-based spatial interpolation, it 
provides extensive spatial coverage for the period spanning 
from 1850 to the present. It offers average temperatures in 
1° x 1° latitude-longitude grid cells for each month.
 We selected seven of the most frequently used 
methods. Table A.3 summarizes the published works 
employing these methods. Each method is described in 
detail below:
 i) Method of model comparison by root mean square 
error
 Root mean square error (RMSE) is a commonly used 
statistic to quantify differences between two fields of data 
(Eq. 1):

 where Tm
i
 is the temperature from the model and To

i
 

is the temperature from observations at time step, i, with 
n representing the number of measurements in the time 
series. The smaller the RMSE, the better the agreement 
between the two data fields.
 ii) Method of model comparison by trends
Analysis of spatial trends using statistics such as the 
correlation coefficient (r), standard deviation (STD), and 
mean value ( ) is proposed by Kumar et al. (2013). The 
correlation coefficient r is calculated as (Yang et al. 2020) 
(Eq. 2):

 where Tm
i
 is the temperature from a given model and To

i
 

is the temperature from observations at time step i, m is the 

average temperature of the model, while o is the average 
temperature of the observations, n represents the number of 
observations in the time series, STDm is the standard deviation 
of the model temperatures, and STDo is the standard deviation 
of the observed temperatures.
 STD is calculated as (Eq. 3):

 where T
i
 is the temperature at time step i,  is the mean 

temperature, and n is the number of data points in the 
time series.
 Trend (Tr) was calculated using the least squares 
method (Eq. 4):

 where T
i
 is the temperature at time step i,  is the 

average temperature, Y
i
 is the time step of the time series,  

is the mean of the time series, n is the number of data 
points in the series.
 Each model was ranked based on its ability to represent 
observations across three metrics: r, the difference between 
the mean values of models and observations, and the 
difference between the STD of models and observations. 
 iii) Method of model comparison by Taylor skill score
 The Taylor skill score (TSS) is calculated using r and STD 
statistical metrics (Taylor 2001) (Eq. 5):

 where r is the correlation coefficient and STDN is the 
ratio of the model’s and observations’ STD. The TSS is 
bounded between 0 and 1, with 1 indicating a perfect fit 
between the model and observations.
 iv) Method of model comparison by Sscore
 The skill score based on PDFs (S

score
) was proposed 

by Perkins et al. (2007) as a robust metric for evaluating 
and ranking climate models because it is less affected by 
observational errors than the mean value and standard 
deviation. The S

score
 measures the common area between 

the PDFs of observed and model data. The formula for S
score

 
is expressed as (Eq. 6):

 where n is the number of temperature bins, Z
m

 is the 
frequency of model data values within the corresponding 
bin, and Z

o
 is the frequency of observed data values 

within that bin. Therefore, the S
score

 ranges between 0 and 
1, with a score of 1 indicating a perfect match between 
the observed and model distributions and a score of 0 
indicating no overlap between them. When applying this 
skill score metric, we used bins that are 1°C wide.
 v) Comprehensive rating metric based on Taylor 
diagram and interannual variability skill score
 The Comprehensive Rating Metric (MR) was proposed 
by Jiang et al. (2015) (Eq. 7):

(1)

(2)

(3)

(4)

(5)

(6)

(7)
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 where n is the total number of parameters, m is the 
number of models, and rank is the position of a given 
model based on its performance (with 1 being the best 
model). The metric ranges between 0 and 1, with higher MR 
values indicating better model skill. The MR was calculated 
for each of the metrics used in the Taylor diagram (r, STDN, 
RMSE), and an average MR value was derived for each 
metric.
 Additionally, MR was calculated for the Interannual 
Variability Skill Score (IVS; Chen et al. 2011) (Eq. 8):

 where STDm is the standard deviation from the model 
and STDo is the standard deviation of the observations. 
Smaller IVS values indicate that the simulated variability 
more closely matches the observed variability.
 vi) Method of model comparison by Taylor Diagram, 
bias and trend
 Kumar et al. (2015) proposed to evaluate models 
using Taylor diagram, bias, and trend statistics. Bias (B) is 
calculated as the mean of the differences between the 
model and observations (Eq. 9):

 where n is the number of observations in the time 
series.
 vii) Percentile-based method
 A percentile score-based model ranking method 
introduced by Gnatiuk et al. (2020) includes the analysis 
of the mean spatially averaged climatology of the annual 
cycle, interannual variability of parameters using r, RMSE, 
STD, the Climate Prediction Index (CPI – ratio of RMSE to 
the STD of the observations) (Agosta et al. 2015), as well as 
the spatial trends and biases (at each grid point) between 
the model data and reanalysis/observations to illustrate 
how temperature varies across the study area. The range 
of the statistical indices for each model was divided into 
four categories: 0-25% – very good, 25-50% – good, 50-
75% – satisfactory, and 75-100% – unsatisfactory. Each 
category was assigned a score from 3 to 0, respectively. For 
correlation, the scoring was reversed. These scores were 
then summed for each model to obtain a total skill score. 
Based on this total skill score, the top 25% of GCMs were 
selected as an optimal ensemble.

Approach for comparing model evaluation methods

 SAT in the Arctic was analyzed for two periods, 1951-
1980 and 1981-2010, to evaluate the consistency of model 
evaluation methods. We assume that if the models selected 
by each individual method are consistent across these 
two periods, then the method can reliably identify skillful 
models regardless of potential inconsistencies arising 
from different phases of natural and internal variability. For 
each period, the statistical metrics were normalized to a 
scale from 0 to 1 (with 1 indicating perfect performance). 
The original statistical metrics prior to normalization are 
provided in the Appendices (Fig. A.10-A.13, Table A.14-A.17). 
Models were ranked based on their ability to simulate 
SAT; if multiple metrics were used, their mean value was 
employed for the final ranking. Following ranking, the top 
25% (in this case, six models) were selected as the optimal 
model ensemble for each period (Aghakhani Afshar et al. 
2017; Ruan et al. 2019; Gnatiuk et al. 2020). Additionally, 

three quality groups (QGs) of models were distinguished 
based on their rankings: the first 25% of the models were 
classified as very good (QG I), the last 25% as unsatisfactory 
(QG III), and the remaining 50% as satisfactory (QG II).
 The consistency of the model evaluation methods was 
analyzed using mean absolute differences of normalized 
statistical metrics and mean absolute differences of ranks 
between two time periods of all models. The consistency of 
a method is considered better when the specified absolute 
differences are closer to zero. Furthermore, the study 
examined whether a model belonged to the same quality 
group in both periods. If this was the case, the model’s 
ranking was defined as consistent. Finally, we summarized 
the percentage of models that were consistent according 
to each method. These values were then used to compare 
the evaluation methods.

RESULTS

Model evaluation according to each considered method

i) Method of model comparison by root mean square error 
(RMSE)

 The results of the normalized values of RMSE along 
with the assigned model ranks and quality groups for two 
periods are presented in Fig. 1. Based on the ranking results, 
the following models were selected for the sub-ensemble 
(the best models are highlighted in green and belong to 
the first quality group, QG I):
 . for the period 1951-1980: ACCESS-ESM1-5, AWI-CM-
1-1-MR, CESM2-WACCM, GFDL-ESM4, MPI-ESM1-2-LR and 
NorESM2-LM;
 . for the period 1981-2010: ACCESS-ESM1-5, CESM2-
WACCM, EC-Earth3-Veg, FIO-ESM-2-0, MPI-ESM1-2-HR, and 
MPI-ESM1-2-LR.
 In Fig. 1, the three far right columns display the 
evaluation of the method’s consistency. The intermodel 
mean difference in normalized RMSE between 1981-2010 
and 1951-1980 is 0.06; the mean difference in model ranks 
is 3.0; and the results of the consistency assessment based 
on the model classified into the same quality group in 
both periods are 60%. Additionally, during both periods, 3 
models out of 25 were classified as QG I, 8 as QG II, and 4 as 
QG III.
 It should be noted that in this case, RMSE normalization 
involved converting values so that 1 indicates perfect 
performance and 0 indicates poor performance, allowing 
for comparison across all methods using the mean of the 
statistic. For original RMSE values, see Fig. A.10.
 A similar ranking of models and assignment of each 
model to a quality group was performed for the other six 
model evaluation methods. Figures analogous to Fig. 1 
for these additional evaluation methods are presented in 
Figs. A.4-A.9. The results of the comparison of the model 
evaluation methods are summarized in Table 1. 

Intercomparison of the model evaluation methods

 The summarized results of the consistency assessment 
for all methods are presented in Table 1 and Fig. 2. The first 
column in Table 1 indicates the number of models that were 
included in the selected sub-ensemble across both periods. 
The value in parentheses represents the percentage of the 
possible six sub-ensemble models, corresponding to the 
top 25% of the full ensemble. For example, for method iii, 
no models were included in the selected sub-ensemble 
in either period. The highest consistency was observed 
for methods i and vii, where three and four models, 

Gnatiuk N. V., Radchenko I. V., Davy R. et al. WHICH CLIMATE MODEL EVALUATION METHODS CAN CONSISTENTLY ...
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respectively, appeared in the selected sub-ensembles 
across both periods. The difference in mean normalized 
statistical metrics between the two periods (where 0 
indicates perfect agreement) ranges from 0.06 (method i) to 
0.36 (method iii). The most effective methods are (i) RMSE, 
(vi) Taylor diagram, bias and trend, and (vii) the percentile-
based method. The difference in rank values between the 
two periods (where 0 indicates perfect agreement) varies 
from 3.0 (method i) to 8.9 (method ii). The best-performing 
methods are (i) RMSE, (vii) the percentile-based approach, 
and (iv) the S

score
 method. The last column in Table 1 and 

Fig. 2 (left) shows the percentage of models classified into 
the same quality group across both periods. The lowest 
consistency based on quality groups was observed for 
method iii at 40%, while the highest was for method vii 
at 72%. Thus, among the seven evaluated methods, the 
most effective model evaluation techniques are (vii) the 
percentile-based method and (i) RMSE.
 Fig. 3 illustrates how many times each model was 
identified as the best model and included in the sub-
ensemble (top 25%), as well as how many times it was 
defined as unsatisfactory (worst 25%) across 14 ranking 
cases (7 methods × 2 periods). The most frequently selected 
models for the sub-ensemble are ACCESS-ESM1-5, AWI-
CM-1-1-MR, EC-Earth3-Veg, GFDL-ESM4, and MPI-ESM1-
2-LR. Conversely, the GCMs most commonly identified as 
unsatisfactory are CAMS-CSM1-0, CIESM, FGOALS-g3, INM-
CM4-8, and NESM3. Climate models such as AWI-CM-1-1-

MR, BCC-CSM2-MR, INM-CM5-0, and MPI-ESM1-2-LR were 
never classified among the worst 25%. Similarly, models 
like CAMS-CSM1-0 and MIROC6 were never ranked in the 
top 25%.
 Interannual variability of SAT over the Arctic for 
the periods 1951-1980 (left) and 1981-2010 (right), for 
observations, the full ensemble, and sub-ensembles using 
the seven model assessment methods, are presented 
in Figs. 4 and 5. In general, all sub-ensembles exhibit an 
interannual variability distribution pattern similar to that of 
the observations but with some errors (larger or smaller). 
The averaging of the full ensemble significantly smooths 
the interannual temperature amplitude. Overall, the SAT of 
the full ensemble and sub-ensembles based on methods 
iii and iv underestimate observations during the period 
1951-1980; sub-ensembles based on methods i, ii, v, and 
vii better reproduce the SAT. During the period 1981-2010, 
models selected based on methods iii and ii underestimate 
SAT compared to observations; however, methods i, v, vi, 
and vii better reproduce the interannual variability of SAT.
 Boxplots of the annual SAT over the Arctic for the 
periods 1951-1980 and 1981-2010 are shown in Fig. 5. 
The dashed line indicates the mean value of observations. 
In the first period, only the mean values for the sub-
ensemble selected by method vii are close to the mean 
of observations. For other methods, deviations from the 
observational mean generally range from 0.5 to 1 degree 
Celsius. In the second period, the shape of the distribution 

Fig. 1. Results of normalized RMSE, model ranks, quality groups and consistency assessment for 25 models 
for the periods 1951-1980 and 1981-2010 for SAT over the Arctic
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Table 1. Results of selected sub-ensembles using seven methods and an assessment of their consistency

Method
Same selected 

models
Mean Diff. in 

value
Mean Diff. in rank

Models belong to each QG in two period 
simultaneously

Consistency (QG)

i 3 (50%) 0.06 3.0 I (3) II (8) III (4) / got into different groups (10) 60%

ii 2 (33%) 0.18 8.9 I (2) II (10) III (1) / got into different groups (12) 52%

iii 0 0.36 8.3 I (0) II (7) III (3) / got into different groups (15) 40%

iv 2 (33%) 0.31 5.7 I (2) II (7) III (3) / got into different groups (13) 48%

v 1 (17%) 0.32 8.5 I (1) II (8) III (2) / got into different groups (14) 44%

vi 2 (33%) 0.12 6.7 I (2) II (7) III (3) / got into different groups (13) 52%

vii 4 (67%) 0.15 4.4 I (4) II (10) III (4) / got into different groups (7) 72%

Fig. 2. Results of the consistency assessment of the model evaluation methods

Fig. 3. Number of cases where a model entered a sub-ensemble (top 25% of models – in green) and where a model was 
defined as unsatisfactory (bottom 25% of models – in red) for two periods. The maximum number 

of cases is 14 (7 methods × 2 periods)

Fig. 4. Results of the annual SAT over the Arctic for observations, the full ensemble, and selected sub-ensembles using 
seven model assessment methods for 1951-1980 and 1981-2010
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for all methods is closer to that of observations, except for 
methods ii and iii, which significantly underestimate them.
 Regarding the annual cycle (Fig. 6), greater agreement 
is watched during the warm period and less during 
the cold period between the different sub-ensembles 
and observations. The exception is method iii, which 
underestimates SAT in all months. However, for some 
methods (e.g., iv and vii), the agreement is better in winter 
than in summer and autumn.
 Fig. 7 shows the results of GCMs ranking by seven 
methods for the two periods. Such a comparison allows 
us to evaluate the consistency of the methods. We observe 
considerable disagreement in the results, with some 
methods ranking certain models as among the best, while 
others classify them as among the worst – for example, 
ACCESS-CM2, CIESM, EC-Earth3, EC-Earth3-Veg, and KACE-
1-0-G. However, some models are consistently classified as 
either “good” or “bad” by most methods – for instance, AWI-
CM-1-1-MR, CASM-CSM1-0, and MPI-ESM1-2-LR. From Fig. 
7, we can clearly see the consistency of each method; for 
example, method (i) identifies the ACCESS-CM2 model as 
unsatisfactory in both periods – showing high consistency. 
Conversely, method (ii) classifies the same model as very 
good across both periods. However, when analyzing 
these two methods (i and ii) across all models, it becomes 
evident that the consistency of method (ii) is significantly 
lower and it more frequently assigns incorrect categories 
to models.

DISCUSSION AND CONCLUSIONS

 Seven different model evaluation methods for the 
selection of a sub-ensemble were tested for CMIP6 SAT over 
the Arctic. All model evaluation methods were analyzed 
for two periods, 1951-1980 and 1981-2010, to assess their 
consistency. Specifically, differences in mean values, model 

rankings, and the matching of assigned quality groups 
were examined. The ability of a model evaluation method 
to identify the climate model as superior, regardless of the 
time (e.g., warming or cooling), confirms its robustness. For 
each evaluation method, a sub-ensemble comprising the 
top 25% of models was selected based on ranking, which 
was 6 out of 25 GCMs.
 The intercomparison results indicate superior 
performance for the methods (i) root mean square error 
and (vii) the percentile-based approach. The models 
selected for the sub-ensemble under the (i) root mean 
square error method for both periods are ACCESS-ESM1-5, 
CESM2-WACCM, and MPI-ESM1-2-LR. Similarly, under the 
(vii) the percentile-based approach, the models selected 
for both periods are ACCESS-ESM1-5, AWI-CM-1-1-MR, 
GFDL-ESM4, and MPI-ESM1-2-LR. The most frequently 
included models - appearing more than 4 times out of 14 - 
under the tested evaluation methods across both periods 
(1951-1980 and 1981-2010) are ACCESS-ESM1-5, AWI-CM-
1-1-MR, EC-Earth3-Veg, GFDL-ESM4, and MPI-ESM1-2-LR. 
The GCMs most commonly identified as unsatisfactory 
include CAMS-CSM1-0, CIESM, FGOALS-g3, INM-CM4-8, 
and NESM3.
 Considering that the simulated distribution of interannual 
variability is comparable to observations, albeit with some 
systematic errors (Fig. 2), we recommend applying bias 
correction to the CMIP6 temperature data. 
 In general, comparing the results obtained here with those 
from other studies is challenging due to the use of different 
sets of model input data (e.g., 22, 25, 30, 35 models, etc.), 
various study regions, and differing meteorological parameters. 
Furthermore, most studies employ only one method of model 
evaluation and selection without comparing it to alternative 
approaches. Given the wide range of such methods, 
comparing their effectiveness for evaluation, ranking, and 
selecting climate models remains an important task.

Fig. 5. Boxplots of the annual SAT over the Arctic for observations, the full ensemble, and selected sub-ensembles using 
the seven model assessment methods for 1951-1980 and 1981-2010

Fig. 6. Difference between the multi-year monthly SAT of observations, the full ensemble, and selected sub-ensembles 
using the seven methods for the periods 1951-1980 and 1981-2010 (closer to the dashed line indicates closer agreement 

with observations)
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 Among all the methods for estimating model skill 
examined in this article, we recommend using the 
following for temperature data: (i) root mean square error 
and (vii) a percentile-based method, as they produce the 
most consistent results. It should be noted that we did not 
assess the sensitivity of the choice of evaluation method 
to different variables; therefore, our findings should be 

applied with caution to other meteorological parameters. 
For example, methods based solely on RMSE may not be 
suitable for precipitation. When selecting climate models 
for other meteorological variables, more comprehensive 
approaches are likely to be more robust than those relying 
on a single statistical parameter.

Fig. 7. Ranking of the models based on the seven model evaluation methods for the periods 1951-1980 and 1981-2010

REFERENCES

  Aghakhani Afshar A., Hasanzadeh Y., Besalatpour A.A., and Pourreza-Bilondi M. (2017). Climate change forecasting in a mountainous data 
scarce watershed using CMIP5 models under representative concentration pathways. Theoretical and Applied Climatology, 129, 683-699, 
DOI: 10.1007/s00704-016-1908-5.

  Agosta C., Fettweis X., and Datta R. (2015). Evaluation of the CMIP5 models in the aim of regional modelling of the Antarctic surface mass 
balance. Cryosphere, 9, 2311-2321, DOI: 10.5194/tc-9-2311-2015.

  Ahmadalipour A., Rana A., Moradkhani H., Sharma A. (2017). Multi-criteria evaluation of CMIP5 GCMs for climate change impact analysis. 
Theoretical and Applied Climatology, 128, 71-87, DOI: 10.1007/s00704-015-1695-4.

  Ahmed K., Sachindra D., Shahid S., et al. (2020). Multi-model ensemble predictions of precipitation and temperature using machine 
learning algorithms. Atmospheric Research, 236, 104806, DOI: 10.1016/j.atmosres.2019.104806.

  Ahmed K., Sachindra D.A., Shahid S., et al. (2019). Selection of multi-model ensemble of general circulation models for the simulation 
of precipitation and maximum and minimum temperature based on spatial assessment metrics. Hydrology and Earth System Sciences, 
23,4803-4824, DOI: 10.5194/hess-23-4803-2019.

  Caballero R., Huber M. (2013). State-dependent climate sensitivity in past warm climates and its implications for future climate 
projections. Proceedings of the National Academy of Sciences, 110, 14162-14167, DOI: doi.org/10.1073/pnas.1303365110.

  Cai Z., You Q., Wu F., et al. (2021). Arctic Warming Revealed by Multiple CMIP6 Models: Evaluation of Historical Simulations and 
Quantification of Future Projection Uncertainties. Journal of Climate, 34, 4871-4892, DOI: 10.1175/JCLI-D-20-0791.1.

  Calvin K., Dasgupta D., Krinner G., et al. (2023). IPCC, 2023: Climate Change 2023: Synthesis Report. Contribution of Working Groups I, II 
and III to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change [Core Writing Team, H. Lee and J. Romero (eds.)]. 
IPCC, Geneva, Switzerland.

  Chai T. and Draxler R.R. (2014). Root mean square error (RMSE) or mean absolute error (MAE)? – Arguments against avoiding RMSE in the 
literature. Geoscientific Model Development, 7, 1247-1250, DOI: 10.5194/gmd-7-1247-2014.

  Chen W., Jiang Z., and Li L. (2011). Probabilistic Projections of Climate Change over China under the SRES A1B Scenario Using 28 
AOGCMs. Journal of Climate, 24, 4741-4756, DOI: 10.1175/2011JCLI4102.1.



134

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

  Eyring V., Cox P.M., Flato G.M., et al. (2019). Taking climate model evaluation to the next level. Nature Climate Change, 9, 102-110, DOI: 
10.1038/s41558-018-0355-y.

  Fu G., Liu Z., Charles S.P., et al. (2013). A score-based method for assessing the performance of GCMs: A case study of southeastern 
Australia. Journal of Geophysical Research-Atmospheres, 118, 4154-4167, DOI: doi.org/10.1002/jgrd.50269.

  Gleckler P.J., Taylor K.E., and Doutriaux C. (2008). Performance metrics for climate models. Journal of Geophysical Research-Atmospheres, 
113, 1-20, DOI: 10.1029/2007JD008972.

  Gnatiuk N., Radchenko I., Davy R., et al. (2020). Simulation of factors affecting Emiliania huxleyi blooms in Arctic and sub-Arctic seas by 
CMIP5 climate models: model validation and selection. Biogeosciences, 17, 1199-1212, DOI: 10.5194/bg-17-1199-2020.

  Hausfather Z., Marvel K., Schmidt G.A., et al. (2022). Climate simulations: recognize the ‘hot model’ problem. Nature, 605, 26-29, DOI: 
10.1038/d41586-022-01192-2.

  Herger N., Abramowitz G., Knutti R., et al. (2018). Selecting a climate model subset to optimise key ensemble properties. Earth System 
Dynamics, 9, 135-151, DOI: 10.5194/esd-9-135-2018.

  Inoue T., and Ueda H. (2011). Delay of the First Transition of Asian Summer Monsoon under Global Warming Condition. SOLA, 7, 81-84, 
DOI: 10.2151/sola.2011-021.

  Jain S., Scaife A.A., Shepherd T.G., et al. (2023). Importance of internal variability for climate model assessment. npj Climate and 
Atmospheric Science, 6, 68, DOI: 10.1038/s41612-023-00389-0.

  Jia K., Ruan Y., Yang Y., and You Z. (2019). Assessment of CMIP5 GCM Simulation Performance for Temperature Projection in the Tibetan 
Plateau. Earth and Space Science, 6, 2362-2378, DOI: 10.1029/2019EA000962.

  Jiang Z., Li W., Xu J., and Li L. (2015). Extreme Precipitation Indices over China in CMIP5 Models. Part I: Model Evaluation. Journal of 
Climate, 28, 8603-8619, DOI: 10.1175/JCLI-D-15-0099.1.

  Kadel I., Yamazaki T., Iwasaki T., and Abdillah M. (2018). Projection of future monsoon precipitation over the central Himalayas by CMIP5 
models under warming scenarios. Climate Research, 75, 1-21, DOI: 10.3354/cr01497.

  Knutti R., Furrer R., Tebaldi C., et al. (2010). Challenges in Combining Projections from Multiple Climate Models. Journal of Climate, 23, 
2739-2758, DOI: 10.1175/2009JCLI3361.1.

  Kumar D., Mishra V., and Ganguly A.R. (2015). Evaluating wind extremes in CMIP5 climate models. Climate Dynamics, 45, 441-453, DOI: 
10.1007/s00382-014-2306-2.

  Kumar S., Merwade V., Kinter J.L., and Niyogi D. (2013). Evaluation of Temperature and Precipitation Trends and Long-Term Persistence in 
CMIP5 Twentieth-Century Climate Simulations. Journal of Climate, 26, 4168-4185, DOI: 10.1175/JCLI-D-12-00259.1.

  Macadam I., Pitman A.J., Whetton P.H., and Abramowitz G. (2010). Ranking climate models by performance using actual values and 
anomalies: Implications for climate change impact assessments. Geophysical Research Letters, 37, 16704, DOI: 10.1029/2010GL043877.

  Maxino C.C., McAvaney B.J., Pitman A.J., and Perkins S.E. (2008). Ranking the AR4 climate models over the Murray-Darling Basin using 
simulated maximum temperature, minimum temperature and precipitation. International Journal of Climatology, 28, 1097-1112, DOI: 
10.1002/joc.1612.

  McMahon T.A., Peel M.C., and Karoly D.J. (2015). Assessment of precipitation and temperature data from CMIP3 global climate models 
for hydrologic simulation. Hydrology and Earth System Sciences, 19, 361-377, DOI: 10.5194/hess-19-361-2015.

  Ogata T., Ueda H., Inoue T., et al. (2014). Projected Future Changes in the Asian Monsoon: A Comparison of CMIP3 and CMIP5 Model 
Results. Journal of the Meteorological Society of Japan, 92, 207-225, DOI: 10.2151/jmsj.2014-302.

  Otero N., Sillmann J., and Butler T. (2018). Assessment of an extended version of the Jenkinson-Collison classification on CMIP5 models 
over Europe. Climate Dynamics, 50, 1559-1579, DOI: 10.1007/s00382-017-3705-y.

  Perkins S.E., Pitman A.J., Holbrook N.J., and McAneney J. (2007). Evaluation of the AR4 Climate Models’ Simulated Daily Maximum 
Temperature, Minimum Temperature, and Precipitation over Australia Using Probability Density Functions. Journal of Climate, 20, 4356-4376, 
DOI: 10.1175/JCLI4253.1.

  Raju K.S., and Kumar D.N. (2020). Review of approaches for selection and ensembling of GCMs. Journal of Water and Climate Change, 
11, 577-599, DOI: 10.2166/wcc.2020.128.

  Rao X., Lu X., and Dong W. (2019). Evaluation and Projection of Extreme Precipitation over Northern China in CMIP5 Models. Atmosphere, 
10, 691, DOI: 10.3390/atmos10110691.

  Reifen C., and Toumi R. (2009). Climate projections: Past performance no guarantee of future skill? Geophysical Research Letters, 36, DOI: 
10.1029/2009GL038082.

  Rohde R., Muller R.A., Jacobsen R., et al. (2013). A New Estimate of the Average Earth Surface Land Temperature Spanning 1753 to 2011. 
Geoinformatics and Geostatistics: An Overview, 1:1, DOI: 10.4172/2327-4581.1000101.

  Rohde R.A., and Hausfather Z. (2020). The Berkeley Earth Land/Ocean Temperature Record. Earth System Science Data, 12, 3469-3479, 
DOI: 10.5194/essd-12-3469-2020.

  Ruan Y., Liu Z., Wang R., and Yao Z. (2019). Assessing the Performance of CMIP5 GCMs for Projection of Future Temperature Change over 
the Lower Mekong Basin. Atmosphere, 10, 93, DOI: 10.3390/atmos10020093.

  Rupp D.E., Abatzoglou J.T., Hegewisch K.C., and Mote P.W. (2013). Evaluation of CMIP5 20 th century climate simulations for the Pacific 
Northwest USA. Journal of Geophysical Research-Atmospheres, 118, 884-894, DOI: 10.1002/jgrd.50843.

  Sharmila S., Joseph S., Sahai A., et al. (2015). Future projection of Indian summer monsoon variability under climate change scenario: An 
assessment from CMIP5 climate models. Global and Planetary Change, 124, 62-78, DOI: 10.1016/j.gloplacha.2014.11.004.

  Sherwood S.C., Webb M.J., Annan J.D., et al. (2020). An Assessment of Earth’s Climate Sensitivity Using Multiple Lines of Evidence. Reviews 
of Geophysics, 58, e2019RG000678, DOI: 10.1029/2019RG000678.

  Sillmann J., Kharin V.V., Zhang X., et al. (2013). Climate extremes indices in the CMIP5 multimodel ensemble: Part 1. Model evaluation in 
the present climate. Journal of Geophysical Research-Atmospheres, 118, 1716-1733, DOI: 10.1002/jgrd.50203.

  Stocker T.F., Qin D., Plattner G.-K., et al. (2014). Climate Change 2013: The Physical Science Basis. Working Group I Contribution to the Fifth 
Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge University Press, Cambridge, United Kingdom and New 
York, NY, USA.

  Taylor K.E. (2001). Summarizing multiple aspects of model performance in a single diagram. Journal of Geophysical Research-
Atmospheres, 106, 7183-7192, DOI: 10.1029/2000JD900719.

  Taylor K.E., Stouffer R.J., and Meehl G.A. (2012). An Overview of CMIP5 and the Experiment Design. Bulletin of the American Meteorological 
Society, 93, 485-498, DOI: 10.1175/BAMS-D-11-00094.1.

  Walsh J.E., Chapman W.L., Romanovsky V., et al. (2008). Global Climate Model Performance over Alaska and Greenland. Journal of Climate, 
21, 6156-6174, DOI: 10.1175/2008JCLI2163.1.



135

Gnatiuk N. V., Radchenko I. V., Davy R. et al. WHICH CLIMATE MODEL EVALUATION METHODS CAN CONSISTENTLY ...

  Yang X., Yu X., Wang Y., et al. (2020). The Optimal Multimodel Ensemble of Bias-Corrected CMIP5 Climate Models over China. Journal of 
Hydrometeorology, 21, 845-863, DOI: 10.1175/JHM-D-19-0141.1.

  You Q., Jiang Z., Wang D., et al. (2018). Simulation of temperature extremes in the Tibetan Plateau from CMIP5 models and comparison 
with gridded observations. Climate Dynamics, 51, 355-369, DOI: 10.1007/s00382-017-3928-y.

  Zhou B., Wen Q.H., Xu Y., et al. (2014). Projected Changes in Temperature and Precipitation Extremes in China by the CMIP5 Multimodel 
Ensembles. Journal of Climate, 27, 6591-6611, DOI: 10.1175/JCLI-D-13-00761.1.   



136

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

Table A.1. CMIP6 models used for the evaluation of surface air temperature in the Arctic

APPENDICES

ID Model acronym
Modeling center

(acronym, full name, city and country)
Resolution

(° lon × ° lat)

1 ACCESS-CM2 
ARCCSS (Australian Research Council Centre of Excellence for Climate System 

Science), CSIRO (Commonwealth Scientific and Industrial Research Organization, 
Aspendale, Victoria, Australia)

1.875×1.25

2 ACCESS-ESM1-5 
Commonwealth Scientific and Industrial Research Organization, Aspendale, 

Victoria, Australia
1.875×1.25

3 AWI-CM-1-1-MR 
Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, 

Bremerhaven, Germany
0.938

4 BCC-CSM2-MR Beijing Climate Center, Beijing, China 1.125

5 CAMS-CSM1-0 Chinese Academy of Meteorological Sciences, Beijing, China 1.125

6 CanESM5 
Canadian Centre for Climate Modelling and Analysis, Environment and Climate 

Change Canada, Victoria, Canada
2.8125

7 CESM2-WACCM
National Center for Atmospheric Research, Climate and Global Dynamics 

Laboratory, Boulder, USA
1.25×0.94

8 CIESM Department of Earth System Science, Tsinghua University, Beijing, China 1.25

9 EC-Earth3 European Union, Mailing address: EC-Earth consortium, Rossby Center, Swedish 
Meteorological and Hydrological Institute/SMHI, SE-601 76 Norrkoping, Sweden

0.703
10 EC-Earth3-Veg 

11 FGOALS-f3-L
Chinese Academy of Sciences, Beijing, China

1.25×1

12 FGOALS-g3 2

13 FIO-ESM-2-0
FIO (First Institute of Oceanography, Ministry of Natural Resources, Qingdao, 

China), QNLM (Qingdao National Laboratory for Marine Science and Technology, 
Qingdao, China)

1.25×0.94

14 GFDL-ESM4
National Oceanic and Atmospheric Administration, Geophysical Fluid Dynamics 

Laboratory, Princeton, USA
1.25

15 INM-CM4-8 Institute for Numerical Mathematics, Russian Academy of Science, Moscow, 
Russia

2×1.5

16 INM-CM5-0 

17 IPSL-CM6A-LR Institut Pierre Simon Laplace, Paris, France 2×1.268

18 KACE-1-0-G
National Institute of Meteorological Sciences/Korea Meteorological 

Administration, Climate Research Division, Seogwipo-si, Jejudo, Republic of 
Korea

1.875×1.25

19 MIROC6 

JAMSTEC (Japan Agency for Marine-Earth Science and Technology, Kanagawa, 
Japan), AORI (Atmosphere and Ocean Research Institute, The University of Tokyo, 
Chiba, Japan), NIES (National Institute for Environmental Studies, Ibaraki, Japan), 

and R-CCS (RIKEN Center for Computational Science, Hyogo, Japan)

1.406

20 MPI-ESM1-2-HR 
Max Planck Institute for Meteorology, Hamburg Deutscher Wetterdienst, 

Offenbach am Main Deutsches Klimarechenzentrum, Hamburg, Germany
0.938

21 MPI-ESM1-2-LR 
Max Planck Institute for Meteorology, Hamburg 20146, Germany; Alfred Wegener 

Institute, Helmholtz Centre for Polar and Marine Research, Bremerhaven, 
Germany

1.875

22 MRI-ESM2-0 Meteorological Research Institute, Tsukuba, Ibaraki Japan 1.125

23 NESM3 Nanjing University of Information Science and Technology, Nanjing, China 1.875

24 NorESM2-LM
NorESM Climate modeling Consortium consisting of CICERO (Center for 
International Climate and Environmental Research, Oslo), MET-Norway 

(Norwegian Meteorological Institute, Oslo), NERSC (Nansen Environmental and 
Remote Sensing Center, Bergen), NILU (Norwegian Institute for Air Research, 

Kjeller), UiB (University of Bergen, Bergen), UiO (University of Oslo, Oslo) and UNI 
(Uni Research, Bergen), Norway. 

2.5×1.89

25 NorESM2-MM 1.25×0.94
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Fig. A.2. Mind map of methods for GCMs’ evaluation found in the literature
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Table A.3. Climate models selection methods in the literature
(SLP – sea level pressure, H500 – geopotential height at 500 hPa, T500 – the temperature at 500 hPa, SST – sea surface 

temperature, SAT – surface air temperature, P – precipitation, SIC – sea-ice concentration, WS – wind speed, pCO
2
 – 

dissolved CO
2
 partial pressure, S – salinity, OCS – ocean surface current speed, SDSR – surface downwelling shortwave 

radiation)

# Statistical metric Reference
GCMs considered /

selected
Variable considered Ranking method

1
Root mean 
square error 

(RMSE)

1) (Walsh et al. 2008) 15/4 SLP, SAT, P
Based on the sum of 
ranks for all variables

2) (Reifen and Toumi 2009) 17/ - SAT Ranking

3) Macadam et al. 2010) 17/ - SAT Ranking

4) (Sillmann et al. 2013) 18-31/- 
Temp. and Precip. Indices 

(in total 27)
Ranking

5) (Zhou et al. 2014) 24/total ensemble
Temp. and Precip. Indices 

(in total 20)
Ranking

6) (Herger et al. 2018) 38/8 for SAT, 12 for P SAT, P Gurobi Optimization

2 Trends 

1) (Kumar et al. 2013) (mean, 
spatial standard deviation, 

spatial correlation)

79 model runs from 19 
GCMs/ -

SAT, P

2) (Saha et al. 2014) (temporal 
trends)

42/ -
Indian Summer 

Monsoon Rainfall

3

Probability 
density function 

(PDF) – Skill score 
(SS)

1) (Perkins et al. 2007) 10/6; 13/10; 14/3
Maximum and minimum 

SAT, P
Ranked SS for each 
variable, select >0.8

2) (Maxino et al. 2008) 9/3
Maximum and minimum 

SAT, P
Ranked averaged SS, 

select >0.8

3) (Anandhi and Nanjundiah 
2015)

19/5 P
Average rank of GCMs 

using SS

4) (Sun et al. 2015) 14/ -
SAT (maximum, mean, 

minimum), P
SS

5) (Bannister et al. 2017) 47/5
SAT (maximum, mean, 

minimum)
Ranking based on 

aggregated SS

6) (Anandhi et al. 2019) 20/5
SAT (mean, max, min) 

P, WS
Ranking based on 

averaged SS

4
Taylor Diagram 
or Taylor Skill 
Score (TSS)

1) (Inoue and Ueda 2011) 
(Taylor’s Skill Score)

19/total ensemble
300 hPa temp,    850 hPa 

zonal wind

2) (Ogata et al. 2014)  (Taylor’s 
Skill Score)

20 (cmip3)/20
24 (cmip5)/24

850 hPa zonal wind, P 
SST

3) (Sharmila et al. 2015) 20/4
Indian summer 

monsoon, precip.

threshold criteria 
(correlation ≥ 0.5 and 
normalized SD 0.8-1.2)

4) (Kadel et al. 2018) 38/6
Summer Monsoon 

Season, precip.
threshold criteria (r≥ 0.6, 
std 0.5-1.5, rmse ≤ 1.0)

5) (Ahmed et al. 2020) 36/18
SAT (maximum, 

minimum), P

based on TSS, 
Comprehensive Rating 

Metric (MR)

6) (Yang et al. 2020)
25/9 for precip.,
25/11 for temp.

SAT, P
based on threshold – 

0.49

7) (Wang et al. 2016) 28/7 SAT based on TSS



139

Gnatiuk N. V., Radchenko I. V., Davy R. et al. WHICH CLIMATE MODEL EVALUATION METHODS CAN CONSISTENTLY ...

5

Taylor Diagrams, 
Interannual 
Variability 
Skill Score, 

Comprehensive 
Rating Metric

1)(Jiang et al. 2015)
2)(Cai et al. 2021)

31/5
22/6

P, P intensity, Max consec. 
dry days

SAT

Total complex rating 
metric

Total complex rating 
metric

3)(Rao et al. 2019) 32/5
total extreme P, max 

consecutive five days of 
P and wet days >10 mm

Total complex rating 
metric

4)(You et al. 2018) 17/4
16 temperature extreme 

indices
Total complex rating 

metric

6
Combinations of 
several metrics

1)(Kumar et al. 2015): bias, 
trend analysis, and Taylor 

Diagrams
15/ - Maxima WS Four groups

2)(Aghakhani Afshar et al. 
2017): R2, NSE, PBIAS, RSR

14/4 P
Ranking based on the 
total sum of the ranks 

by NSE

3)(McMahon et al. 2015): 
RMSE, NSE, R2

23/5 SAT, P
Ranking based on 

metrics

4)(Ongoma et al. 2019): r, STD, 
bias, PBIAS, RMSE, trend

22/8 P

Ranking based on the 
overall score calculated 

using an individual score 
for each GCM, error and 

variable

7

Score-based 
methods 

using multiple 
statistical metrics

1) (Fu et al. 2013): r, STD, NRME, 
mean, trends (Z, Sen’s slope), 
PDF (Brier Score, Significance 
Score), empirical orthogonal 

functions

25/ - SAT, P, mean SLP

Ranking based on the 
overall score calculated 

using an individual score 
for each GCM and error

2) (Jia et al. 2019): mean, 
temporal r, STD, r spatial, RMSE, 

PDF, trends (Z and Slope)
33/top-30% (10) P

Ranking based on the 
overall score calculated 

using an individual score 
for each GCM and error

3) (Ruan et al. 2019): mean, 
STD, RMSE, r spatial, PDF 

(Significance Score), trends (Z 
and Sen’s slope)

34/top-25% (9) SAT

Ranking based on 
the overall score for 

each variable and sea 
individually

4) (Gnatiuk et al. 2020): r, RMSE, 
STD, CPI spatial trends, spatial 

bias

11-30/individual sub-set 
(top-25%) varies from 3 

to 11

pCO2, pH, NO3, PO4, SI, 
SST, S, OCS, 10m WS, 

SDSR 
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Fig. A.4. Results of normalized spatial trends analysis, model rank and consistency assessment for 25 models over the Arctic 
for the period 1951-1980 and for the period 1981-2010 for method (ii) of model comparison by trends (see 2.2 Methods for 

model evaluation compared in the study)

Fig. A.5. Results of normalized TSS, model rank and consistency assessment for 25 models over the Arctic for the period 
1951-1980 and for the period 1981-2010 for method (iii) of model comparison by Taylor skill score (see 2.2 Methods for 

model evaluation compared in the study)
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Fig. A.6. Results of normalized Sscore, model rank and consistency assessment for 25 models over the Arctic for the period 
1951-1980 and for the period 1981-2010 for method (iv) of model comparison by Sscore (see 2.2 Methods for model 

evaluation compared in the study)

Fig. A.7. Results of normalized MR for Taylor and IVS metrics for 25 models over the Arctic for the period 1951-1980 and for 
the period 1981-2010 for method (v) based on Taylor diagram and interannual variability skill score (see 2.2 Methods for 

model evaluation compared in the study)
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Fig. A.8. Results of normalized Taylor Diagram statistics, bias and trend differences for 25 models over the Arctic for the 
period 1951-1980 and for the period 1981-2010 for method (vi) of model comparison by Taylor Diagram, bias and trend 

(see 2.2 Methods for model evaluation compared in the study)

Fig. A.9. Results of normalized values of total scores for 25 models over the Arctic for the period 1951-1980 and for the 
period 1981-2010 for method (vii) – Percentile-based method 
(see 2.2 Methods for model evaluation compared in the study)
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Fig. A.10. Results of RMSE (method i), TSS (method iii) and S
score

 (method iv) for 25 models over the Arctic for the period 
1951-1980 and for the period 1981-2010

Fig. A.11. Results of spatial trends statistics (r, Mean difference, STD difference) for 25 models over the Arctic for the period 
1951-1980 and for the period 1981-2010 - method ii
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Fig. A.12. Results of MR for Taylor and IVS metrics for 25 models over the Arctic for the period 1951-1980 and for the period 
1981-2010 - method v

Fig. A.13. Results of Taylor Diagram statistics, bias and trend differences for 25 models over the Arctic for the period 1951-
1980 and for the period 1981-2010 - method vi
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Table A.14. Results of the CMIP6 model performance for SAT in the Arctic over the period 1951-1980 using the percentile-
based method - method vii (RMSE - root-mean-square error, 0C; r – correlation coefficient between models and reanalysis; 
CPI – climate prediction index; |dif_std| – modulus of standard deviation difference (model minus observations), 0C; |Trm| 
- modulus of spatial trend mean difference (model minus observations), 0C yr-1; |Tra| - modulus of spatial trend amplitude 

difference (model minus observations), 0C yr-1; |Bm| - modulus of spatial bias mean difference (model minus observations), 
0C; |Ba| – modulus of spatial biases amplitude difference (model minus observations), 0C)

ID Model acronym

Seasonal variability
(averaged over the territory)

Interannual variability
(averaged over the territory)

Spatial variability

rmsd r CPI |dif_std| rmsd r CPI |dif_std| |Trm| |Tra| |Brm| |Bra|

1 ACCESS-CM2 2.49 1.00 0.23 0.70 2.26 0.33 6.30 0.06 0.02 0.25 2.13 21.69

2 ACCESS-ESM1-5 0.99 1.00 0.09 0.20 0.69 -0.28 1.93 0.08 0.06 0.05 0.18 28.78

3 AWI-CM-1-1-MR 0.97 1.00 0.09 0.36 0.76 0.02 2.13 0.04 0.03 0.17 0.94 22.00

4 BCC-CSM2-MR 1.74 0.99 0.16 0.48 1.36 0.17 3.79 0.16 0.03 0.06 0.67 30.32

5 CAMS-CSM1-0 3.07 0.99 0.28 1.11 2.24 -0.29 6.24 0.11 0.05 0.06 1.73 25.97

6 CanESM5 1.30 1.00 0.12 0.35 0.96 0.16 2.68 0.14 0.03 0.16 0.86 28.05

7 CESM2-WACCM 1.17 1.00 0.11 0.92 0.69 -0.08 1.93 0.17 0.02 0.26 0.72 20.88

8 CIESM 2.98 0.99 0.27 0.27 2.69 0.29 7.49 0.04 0.01 0.28 3.65 19.95

9 EC-Earth3 2.72 1.00 0.25 0.13 2.60 0.32 7.24 0.05 0.02 0.23 2.26 26.14

10 EC-Earth3-Veg 1.58 1.00 0.14 0.28 1.64 -0.13 4.57 0.44 0.11 0.04 1.08 25.89

11 FGOALS-f3-L 3.32 1.00 0.30 1.45 3.00 0.16 8.36 0.15 0.05 0.26 2.67 25.17

12 FGOALS-g3 5.54 1.00 0.50 2.01 5.14 0.17 14.33 0.07 0.01 0.04 6.62 34.33

13 FIO-ESM-2-0 1.03 1.00 0.09 0.60 0.94 -0.02 2.62 0.20 0.05 0.11 0.39 21.31

14 GFDL-ESM4 0.77 1.00 0.07 0.18 0.58 0.25 1.63 0.19 0.02 0.10 0.11 21.85

15 INM-CM4-8 2.08 0.99 0.19 0.86 1.56 0.30 4.35 0.05 0.03 0.22 1.82 27.31

16 INM-CM5-0 1.35 1.00 0.12 0.37 0.96 -0.08 2.67 0.04 0.04 0.24 0.81 27.01

17 IPSL-CM6A-LR 1.13 1.00 0.10 0.54 1.01 0.00 2.82 0.15 0.04 0.21 1.23 23.00

18 KACE-1-0-G 2.64 1.00 0.24 1.07 2.32 0.19 6.47 0.08 0.01 0.08 1.88 23.25

19 MIROC6 1.42 1.00 0.13 0.23 1.40 -0.36 3.90 0.09 0.04 0.22 1.05 24.03

20 MPI-ESM1-2-HR 1.06 1.00 0.10 0.53 0.86 -0.30 2.41 0.04 0.05 0.23 1.15 20.04

21 MPI-ESM1-2-LR 0.67 1.00 0.06 0.36 0.48 0.31 1.35 0.09 0.01 0.20 0.46 23.88

22 MRI-ESM2-0 1.48 1.00 0.13 0.55 1.45 0.11 4.04 0.17 0.02 0.11 1.63 22.89

23 NESM3 2.36 1.00 0.21 0.95 2.03 0.37 5.67 0.44 0.07 0.01 1.51 25.80

24 NorESM2-LM 1.40 1.00 0.13 1.14 0.78 0.11 2.18 0.20 0.00 0.22 1.03 22.82

25 NorESM2-MM 1.72 1.00 0.16 0.00 1.72 0.37 4.80 0.26 0.00 0.11 1.47 21.40

 
 
 
 
 

maximum 5.54 1.00 0.50 2.01 5.14 1.00 14.33 0.44 0.11 0.28 6.62 34.33

75% 3.65 0.75 0.33 1.50 3.49 0.75 9.74 0.31 0.08 0.21 4.88 30.73

50% 2.44 0.50 0.22 1.00 2.33 0.50 6.49 0.20 0.05 0.14 3.25 27.14

25% 1.22 0.25 0.11 0.50 1.16 0.25 3.25 0.10 0.03 0.07 1.63 23.54

minimum 0.67 0.00 0.06 0.00 0.48 0.00 1.35 0.04 0.00 0.01 0.11 19.95
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Table A.15. Results of the CMIP6 model performance for SAT in the Arctic over the period 1981-2010 using the percentile-
based method - method vii (RMSE - root-mean-square error, 0C; r – correlation coefficient between models and reanalysis; 
CPI – climate prediction index; |dif_std| – modulus of standard deviation difference (model minus observations), 0C; |Trm| 
- modulus of spatial trend mean difference (model minus observations), 0C yr-1; |Tra| - modulus of spatial trend amplitude 

difference (model minus observations), 0C yr-1; |Bm| - modulus of spatial bias mean difference (model minus observations), 
0C; |Ba| – modulus of spatial biases amplitude difference (model minus observations), 0C) 

ID Model acronym

Seasonal variability
(averaged over the territory)

Interannual variability
(averaged over the territory)

Spatial variability

rmsd r CPI |dif_std| rmsd r CPI |dif_std| |Trm| |Tra| |Brm| |Bra|

1 ACCESS-CM2 2.86 1.00 0.27 0.94 2.66 0.59 3.90 0.08 0.02 0.05 2.51 58.06

2 ACCESS-ESM1-5 0.94 1.00 0.09 0.28 0.63 0.77 0.93 0.29 0.04 0.09 0.12 55.90

3 AWI-CM-1-1-MR 1.36 1.00 0.13 0.56 1.09 0.76 1.60 0.00 0.00 0.06 1.39 60.97

4 BCC-CSM2-MR 1.74 1.00 0.16 0.50 1.43 0.73 2.10 0.12 0.00 0.02 0.77 60.91

5 CAMS-CSM1-0 3.31 1.00 0.31 1.23 2.58 0.31 3.79 0.30 0.05 0.00 2.02 59.10

6 CanESM5 0.73 1.00 0.07 0.24 0.70 0.72 1.03 0.01 0.01 0.02 0.39 67.82

7 CESM2-WACCM 1.18 1.00 0.11 0.83 0.69 0.49 1.00 0.21 0.01 0.02 0.80 61.63

8 CIESM 2.77 0.99 0.26 0.31 2.46 0.60 3.61 0.17 0.05 0.05 3.59 62.73

9 EC-Earth3 1.43 1.00 0.13 0.14 1.55 0.81 2.27 0.64 0.07 0.30 1.00 59.23

10 EC-Earth3-Veg 0.69 1.00 0.06 0.39 0.60 0.67 0.88 0.07 0.00 0.03 0.24 51.53

11 FGOALS-f3-L 2.65 1.00 0.25 1.20 2.37 0.63 3.48 0.04 0.00 0.05 2.00 71.32

12 FGOALS-g3 5.55 1.00 0.51 2.00 5.16 0.76 7.57 0.20 0.01 0.11 6.68 68.98

13 FIO-ESM-2-0 0.56 1.00 0.05 0.48 0.54 0.63 0.80 0.14 0.02 0.08 0.49 65.64

14 GFDL-ESM4 0.88 1.00 0.08 0.31 0.82 0.49 1.20 0.02 0.02 0.03 0.48 57.97

15 INM-CM4-8 2.27 1.00 0.21 0.97 1.91 0.28 2.80 0.16 0.04 0.06 2.14 70.04

16 INM-CM5-0 1.39 1.00 0.13 0.45 1.09 0.64 1.60 0.06 0.02 0.06 0.96 66.01

17 IPSL-CM6A-LR 1.35 1.00 0.13 0.49 1.17 0.69 1.72 0.01 0.01 0.04 1.72 65.80

18 KACE-1-0-G 2.15 1.00 0.20 0.96 1.89 0.81 2.77 0.06 0.01 0.01 1.41 62.17

19 MIROC6 1.41 1.00 0.13 0.22 1.36 0.47 2.00 0.15 0.03 0.04 1.03 57.84

20 MPI-ESM1-2-HR 0.82 1.00 0.08 0.36 0.69 0.57 1.01 0.08 0.03 0.03 0.79 60.29

21 MPI-ESM1-2-LR 0.77 1.00 0.07 0.51 0.58 0.67 0.85 0.12 0.01 0.04 0.80 55.22

22 MRI-ESM2-0 1.53 1.00 0.14 0.58 1.54 0.63 2.26 0.21 0.01 0.05 1.79 60.60

23 NESM3 2.57 0.99 0.24 1.00 2.18 0.80 3.19 0.44 0.06 0.09 1.64 62.79

24 NorESM2-LM 1.53 1.00 0.14 1.19 0.89 0.60 1.31 0.01 0.02 0.04 1.32 59.30

25 NorESM2-MM 1.77 1.00 0.16 0.13 1.78 0.62 2.61 0.09 0.03 0.03 1.60 60.45

maximum 5.55 1.00 0.51 2.00 5.16 1.00 7.57 0.64 0.07 0.30 6.68 71.32

75% 3.74 0.75 0.35 1.40 3.46 0.75 5.08 0.48 0.05 0.23 4.92 66.37

50% 2.50 0.50 0.23 0.93 2.31 0.50 3.39 0.32 0.04 0.15 3.28 61.43

25% 1.25 0.25 0.12 0.47 1.15 0.25 1.69 0.16 0.02 0.08 1.64 56.48

minimum 0.56 0.00 0.05 0.13 0.54 0.00 0.80 0.00 0.00 0.00 0.12 51.53
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Fig. A.16. Results of the percentile-based method with the final model score over the period 1951-1980 - method vii (Green 
color denotes a very good group, yellow – good, orange – satisfactory, and red – unsatisfactory group)
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Fig. A.17. Results of the percentile-based method with the final model score over the period 1981-2010 - method vii (Green 
color denotes a very good group, yellow – good, orange – satisfactory, and red – unsatisfactory group)
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ABSTRACT. In southern Italy, especially in Calabria, rivers are dry for most of the time, but intense rainfalls may turn them 
into roaring monsters, causing devastating floods. These rivers, locally known as “fiumaras”, are poorly studied though they 
play an important role in landscape shaping and pose serious threats to the local infrastructures and urban settlements. Basic 
catchment and channel geomorphic data of several rivers were collected from the literature and in the field. A comparison is 
made with river catchments of similar size in more humid environments to demonstrate that local physiography, watershed 
geomorphology, and channel characteristics may exacerbate the risk of flooding. The sedimentology of the study rivers 
is investigated to verify if fiumaras have specific bedform associations or stratigraphic arrangements that can be used to 
interpret ancient sandstones and conglomerates as deposited in an active tectonic setting under the Mediterranean climate. 
Four representative rivers were selected for investigation on the alluvium architecture, and field campaigns were carried out 
to collect bed material samples and to identify the occurrence of coarse and fine-grained bedforms. The fiumaras have a 
braided morphology, but the longitudinal bars do not have a fine tail and result from dissection processes rather than large 
bedform deposition and downstream migration. The braid bar characteristics, the poor internal organization of the tabular 
beds, and the occurrence of the largest boulders on top of the bars indicate the prevalence of high deposition rates from 
hyperconcentrated flows.
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INTRODUCTION

 In Calabria, southern Italy, ephemeral or intermittent 
rivers are common (Sabato and Tropeano 2004). These 
rivers are dry for most of the time, and water flow is 
resumed only in response to high-intensity rainfalls. 
Their channels are short, coarse-grained, and steep, even 
in the most downstream reaches. In recent decades, 
several flash floods devastated infrastructures and urban 
settlements with negative repercussions on the economic 
development of the region. This kind of river system is 
known by the local name of “fiumara”, a word used all 
over Italy to indicate an ephemeral river with high and 
unpredictable discharge variability that changes from a 
dry bed into a roaring monster in minutes. In this paper, we 
decided to use the local name in its original form for clarity 
and cultural accuracy. 
 Fiumaras play an important role in shaping the 
landscape of the Calabria region. With their steep channels 
and very energetic flood flows, commonly associated with 
the mobilization of large quantities of coarse-grained 
bedload material, these ephemeral/intermittent rivers 

have strong impacts on several human activities, including 
agriculture, pastoralism, and the tourism industry, to name 
the most important. However, the hydrological, hydraulic, 
and geomorphological characteristics of these rivers have 
been the subject of only a handful of studies. Most previous 
research investigated the flash flood hazard associated 
with the fiumaras in Calabria using hydrological models 
(Ferrari et al. 1988; Versace et al. 1989 and 2017; Sabato 
and Tropeano 2004). Though fiumaras are ubiquitous in 
Calabria, flow data is scarce since only a few larger rivers are 
monitored in this region. Usually, the existing flow gauges 
are located in the mountain reaches and cover only a small 
portion of the catchment. Moreover, the available time 
series are short and discontinuous and do not allow for 
investigating the fiumaras’ flood hydrographs, hydrology, 
and hydraulic characteristics. Other studies were focused 
on hydraulic issues such as the dominant discharge (Ferro 
and Porto 2012), the shear stress critical conditions for 
streambed particle entrainment (Porto and Gessler, 1990; 
Ferro and Porto 2011) or the sediment yield (Foti et al. 
2022) using the empirical model of Gavrilovic (1972).
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 More of the same paucity of studies was encountered 
looking for investigations on the fluvial geomorphology 
and processes of the Calabrian fiumaras, with just a few 
exceptions of publications reporting about very basic 
geomorphic data (Billi and Biamonte, 1995; Versace et 
al. 2017). The fiumaras are a peculiar kind of ephemeral 
stream and, like their counterparts in more arid lands, lay 
down a thick alluvium of coarse-grained material whose 
sedimentological characteristics are poorly known. The 
understanding of the fiumaras depositional processes and 
features can contribute to recognizing old conglomerate 
and sandstone as deposited in arid and semi-arid 
environments and to assess their potential as reservoirs of 
hydrocarbon and ore deposits. While the sedimentology 
and bedforms of ephemeral, sand bed rivers are rather 
well documented (Williams 1971; Picard and High 1973; 
Shepherd 1987; Abdullatif 1989), much poorer information 
is available for gravel-bed, ephemeral streams (Dunkerley 
1992; Hassan 2005; Laronne and Shlomi 2007; Billi 2008; 
Billi 2016). The fiumaras, though they may share some 
sedimentological characteristics with dryland rivers in 
other parts of the world, typically form under specific 
geotectonic and climate conditions. Their hydrology 
and morphological processes make them a peculiar 
kind of ephemeral stream within the Mediterranean area 
that, unfortunately, received very little attention from 
scientists (Sabato 1989), notwithstanding their relevance 
in landscape shaping. 
 Given the unavailability of flow data time series 
and aiming at reducing the gap of information on the 
geomorphology and sedimentology of the Calabrian 
fiumaras, this study was designed to pursue the following 
main goals:
 1) to investigate the catchment morphology of selected 
fiumaras in Calabria to verify if their peculiar characteristics 
may contribute to exacerbating the hazard of devastating 
flash floods, often accompanied by high sediment supply 
and depositional rates in the coastal plain belt;
 2) to investigate the main sedimentological 
characteristics of the Calabria fiumaras to verify, also through 
the comparison with ephemeral streams in different arid 
and semiarid environments, if their depositional structures, 
bedding arrangements, and bedforms are specific to 
this kind of river and if they can be used as diagnostic 
elements to interpret the depositional environment of 
ancient sandstone and conglomerate laid down by rivers 
like the fiumaras, found in an active tectonic setting and 
Mediterranean climate.

STUDY AREA

 Calabria is a long and narrow, arch-shaped 
southwestern sub-peninsula of southern Italy (Fig. 1). 
It has a mountainous spine originated by thrust fault 
tectonics that emplaced the Calabrian orogen, consisting 
of basement rocks (granitoids, gneisses and shists), to 
become part of the southern Apennines. The Calabria arch 
is a fragment of the Alpine chain that, in the Miocene, was 
detached from the Sardinia-Corsica block and migrated to 
the present position (Cirrincione et al., 2015). Pleistocene 
terraced marine deposits at 1300 m asl witness a fast 
uplifting of the region through extensional tectonics. The 
highest mountain peaks range from 1100 to 2200 m asl. 
The result of such complex and intense geodynamics is a 
mountain range, taking up most of the region, interrupted 
by tectonic depressions and surrounded by narrow coastal 
plains; though, in some places, the mountain slopes may 
almost reach the sea. In such a physiography, most of the 

rivers are short and steep. Most rivers are ephemeral, with 
a wide range of discharge between the dry bed condition 
in the summer and high devastating flood flows in autumn 
or winter, except for a few (three or four) larger rivers that 
have a sustained base flow year-round.

 

 
 
 
 The region is subjected to a typical Mediterranean 
climate (Csa according to the Koppen climate classification) 
characterized by high temperatures in the summer and 
the lowest monthly temperature less than 18°C but higher 
than -3°C (Fig. 2). Precipitation is mainly concentrated in the 
autumn and winter months, though some small differences 
are observed between the Tyrrhenian and the Ionian sides 
(Fig. 2). Annual precipitation and the number of rainy days 
range from 500 to over 2000 mm and from 60 to more than 
120 days, respectively, on the eastern coast to the most 
elevated areas around the highest mountain peaks.  The high 
mountain areas record the highest daily rainfall intensities 
of 175-200 mm (with peaks of 360–630 mm, Versace et al., 
2017), whereas the southwestern coast records the lower 
values. Average rainfall intensities in three and one hour vary 
from 30-45 mm in the central northern portion to 65-75 mm 
in the southern mountain peaks and from 20 to 50 mm, 
respectively. Such high-intensity values are expected to be 
exceeded during extreme events (92 and 160 mm in three 
and one hours, respectively) and capable of generating 
high, devastating floods (6-20 m3s-1km-2 – Versace et al, 
2017), during which peak flow may be as much as three 
to four orders of magnitude higher than mean annual 
discharge (in semi-perennial rivers) (Fig. 2) These climate 
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Fig. 1. Location map of the Calabria Region. The white 
triangles indicate the meteorological stations used in 

this study to characterize the climate of the region. The 
circled numbers indicate the four rivers investigated in 

the field: 1 = La Verde R.; 2= Bonamico R.; 3 = Simeri R.; 4 = 
Scilotraco R
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data are based on ECMWF (European Centre for Medium-
Range Weather Forecasts) data, collected between 1991 
and 2021.
 The monthly flow variation of a couple of fiumaras, taken 
as an example, is reported in Fig. 3. The flow gauges considered 
are in the headwaters of the respective catchments and take 
up only a very small portion of the watershed. The pattern of 
monthly mean discharge follows the typical Mediterranean 
distribution of monthly rainfall, with low flows in the summer 
and higher discharges in the autumn and winter months. In 
the Alli river, the recharge of the autumn rain is not enough 
to resume an appreciable discharge to sustain the freshwater 
biota, which is reached only after the December and January 
rains (see Fig. 3). The flow data used in Fig. 3 were obtained 
from the Annali Idrologici of the National Hydrological Service 
(Servizio Idrografico, 1916-1998) and cover the intervals 1925-
1930, 1932-1942 and 1947-1979 for the Alli River and the 
interval 1964-1978 for the Trionto River. These data are not 
updated or uniform, but they can show the general river flow 
pattern typical of the Mediterranean environment.

DATA SOURCES AND METHODS

 This study utilized two datasets. The first one, identified 
as Dataset 1, is based on the data of Biamonte (1993) and 
Billi and Biamonte (1995). The second dataset, Dataset 2, 
is based on data published by the University of Calabria 
and the Calabria Region Civil Protection (Versace et al., 
2017). The data was split into two subsets because the data 
is not homogeneous for the rivers considered, their number, 
and the parameters measured (Table 1, 2). Dataset 1 was 
expanded by including the streambed gradient of the 
terminal reaches, that is, the downstream portion of the 
channels crossing the coastal plain from the exit of the 
mountainous portion of the catchment to the outlet into 
the Ionian or the Tyrrhenian seas. The streambed gradient of 
the terminal reaches was obtained from measurement by 
the ruler tool on Google Earth aerial images. More detailed 
information about this methodology can be found in Billi 
et al. (2018). 

Fig. 2. Climatic diagrams of four meteorological stations covering the area where the majority of the fiumaras considered 
in this study are located. Rd stands for the number of rainy days

Fig. 3. Monthly variation of rainfall (P) and mean discharge (Qm) of the Alli and Trionto rivers. These rivers flow a few 
kilometers north and south of Catanzaro, respectively. The Alli River flow gauge at Orso undertakes a watershed area of 

46 km2, whereas the flow gauges of the Trionto River at Difesa undertakes a catchment area of only 31.7 km2
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 Dataset 1 includes 18 rivers, and the measured 
parameters were (Table 1): catchment area (A); river length 
(L); average slope of the catchment (S); river gradient (J); 
maximum elevation in the catchment (H

max
); maximum 

width of the river bed (W
max

); average valley bottom width 
(W

v
); drainage density (Dd) (ratio of the total length of the 

drainage system to the catchment area); length of the 
terminal reach (Ltr); streambed gradient of the terminal 
reach (Jtr); catchment shape factor (Sf) (the catchment area 
divided by the catchment length squared (Horton, 1932) and 
relief ratio (Rr) (the highest minus the lowest elevation divided 
by the catchment length) (Schumm, 1956). Dataset 2 includes 
37 rivers, but only data on catchment area, river length, 
catchment average slope gradient, river gradient, and elevation 
of the highest peak are reported. Tables 1 and 2 also report the 
mean, maximum, and minimum values and the variation 
coefficient (CV). All this data, except for the gradient of 
the terminal reaches of Dataset 1, were obtained from 
measurements on 1:10,000 topographical maps, integrated 
with observations from 1:33,000 aerial photographs. The 
shape factor was calculated as the ratio of the maximum 
basin length squared to the basin area (Horton, 1932). All 
the data were measured manually without the aid of any 
modern digital tool.

 Field studies were conducted on four rivers with coarse 
sediments (Scilotraco, Simeri, Bonamico, and La Verde) 
to examine the alluvium stratigraphy , the occurrence of 
bedforms , and the grain size of the the riverbed. These rivers 
drain the eastern side of the Calabrian Apennine and flow into 
the Ionian Sea. Scilotraco and Simeri flow a few kilometers 
northeast of Catanzaro, whereas Bonamico and La Verde are 
located a few kilometers south of Locri (Fig. 1). In the Simeri and 
Scilotraco bed material samples were collected at 16 and 18 
sites, respectively, for a total of 34 samples of surface material 
and 34 samples of subsurface sediment. The sampling sites 
are rather uniformly distributed along the main stem from the 
mouth into the Ionian Sea to about 7 and 8 km upstream in the 
Simeri and Scilotraco, respectively. The bed material samples 
were taken from the surface of a longitudinal bar located 
approximately in the middle of the streambed. Bed material 
samples were obtained from the Scilotraco and Simeri beds. 
The surface material was sampled by the transect line method 
(Leopold, 1970), including a minimum of 120 particles in 
each sample, whereas the volumetric method (Church et al., 
1987) was used for the subsurface material. The size of each 
subsurface sample was such that the largest particle weight 
accounts for 10% of the total sample weight (Church et al., 
1987). The volumetric samples were mechanically sieved by a 
mechanical shaker with sieves arranged on a ½ phi scale.
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Table 1. Dataset 1

River A, km2 L, km S, % J, m/m Hmax, m asl Wmax, km Wv, km Dd, km/km2 Ltr, km Jtr, m/m Sf Rr

Abatemarco 64 21.5 41 0.0921 1980 0.21 2.60 5.82 10.15 0.0233 0.24 0.12

Alli 129 47.1 27 0.0340 1600 0.41 2.10 7.76 16.70 0.0090 0.10 0.04

Amendolea 150 41.2 36 0.0442 1821 0.95 2.75 7.17 19.45 0.0194 0.22 0.07

Arso 31 15.8 86 0.0506 800 0.20 3.60 6.81 7.40 0.0117 0.24 0.07

Avena 31 12.5 22 0.0760 950 0.42 0.68 6.04 10.20 0.0288 0.13 0.06

Favazzina 20 16.02 33 0.0971 1556 0.10 1.95 5.64 3.50 0.0626 0.11 0.01

Ferro 121 20.5 18 0.0561 1150 0.62 1.25 4.53 18.00 0.0228 0.32 0.06

La Verde 117 34.9 41 0.0560 1953 0.95 3.50 8.10 13.45 0.0117 0.19 0.08

Nicà 174 41.25 28 0.0279 1150 0.85 3.40 5.32 14.74 0.0063 0.32 0.05

Oliva 43 27.3 65 0.0480 1310 0.28 2.80 5.31 10.20 0.0217 0.16 0.08

Saraceno 86 19.5 89 0.0877 1710 0.40 4.10 5.42 18.80 0.0301 0.24 0.09

Savuto 405 72.4 55 0.0232 1680 0.35 8.15 3.31 27.30 0.0081 0.22 0.04

Scilotraco 18 13.9 73 0.0590 820 0.17 1.60 6.23 9.60 0.0090 0.11 0.05

Simeri 131 45.2 31 0.0365 1650 0.16 2.30 6.64 17.90 0.0098 0.12 0.07

Stilaro 95 28.1 33 0.0506 1422 0.35 1.95 5.93 16.55 0.0148 0.19 0.07

Triolo 18 10.2 7 0.0980 1000 0.05 0.60 5.78 2.15 0.0626 0.28 0.13

Trionto 279 40.5 18 1600 1.40 3.80 5.84 23.80 0.0163 0.30 0.05

Uria 60 27.8 53 1250 0.35 2.35 6.98 13.60 0.0103 0.16 0.06

Mean 110 30 42 1411 0.46 2.75 6.04 14.08 0.0210 0.20 0.07

CV 0.91 0.54 0.6 0.26 0.79 0.61 0.19 0.46 0.7962 0.36 0.41

Max 405 72 89 1980 1.40 8.15 8.10 27.30 0.0626 0.32 0.13

Min 18 10 7 800 0.05 0.60 3.31 2.15 0.0063 0.10 0.01
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Table 1. Dataset 2

River A, km2 L, km S, % J, m/m Hmax, m asl

Acrifa 17.32 10.77 25 0.0604 651

Allaro 130.18 36.91 31 0.0385 1422

Amusa 39.40 20.17 37 0.0615 1240

Annunziata 22.52 20.69 35 0.0673 1393

Armo 15.05 11.16 37 0.0869 970

Bonamico 136.42 30.16 39 0.0648 1954

Bruzzano 52.62 17.85 31 0.0662 1181

Calopinace 53.46 23.89 33 0.0656 1566

Careri 92.08 22.60 28 0.0691 1561

Catona 68.48 27.13 34 0.0676 1834

Condoianni 66.53 19.81 30 0.0533 1055

Fiumetorbido 7.76 8.80 42 0.0869 765

Gallico 59.63 25.22 39 0.0706 1780

Gerace 38.98 18.03 32 0.0549 989

Lume 8.16 8.15 31 0.0881 718

Macellari 8.30 8.20 29 0.1009 827

Melito 80.01 29.96 37 0.0560 1679

Menga 7.36 7.98 18 0.0727 580

Molaro II 7.14 8.74 32 0.0965 843

Molaro II 7.29 6.39 34 0.1185 757

Novito 55.86 19.55 31 0.0496 970

Oliveto 13.64 12.38 26 0.0728 901

Palizzi 36.46 18.81 46 0.0673 1265

Portigliola 35.02 19.05 34 0.0544 1036

Precarito 55.71 24.11 32 0.0573 1381

S. Agata 52.33 28.76 37 0.0586 1685

S. Elia 29.95 16.00 36 0.0635 1016

S. Giovanni 5.96 7.34 28 0.1095 804

S. Pasquale 25.88 16.26 39 0.0801 1303

S. Vincenzo 8.04 9.81 35 0.0904 887

Scaccioti 7.31 7.78 38 0.0972 756

Sfalasà 24.03 13.18 27 0.0893 1177

Sideroni 10.77 9.27 31 0.0836 775

Spartivento 16.39 12.89 39 0.0702 905

Torbido 160.52 26.20 35 0.0471 1233

Valanidi 29.07 20.61 33 0.0577 1190

Vena 9.44 32 0.1071 1011

Mean 17.14 36 0.0675 1137

CV 0.46 0.4 0.32 0.32

Max 36.91 89 0.1185 1954

Min 6.39 7 0.0232 580
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Fig. 5. Correlation between catchment area and river length

Fig. 4. The Bonamico River is a typical example of a fiumara. It has a wide streambed and a distinctive 
braided channel morphology

RESULTS

Geomorphology

 The ephemeral streams of Calabria have peculiar 
hydrological and geomorphological characteristics. These 
rivers, in fact, are dry for most of the time, and water flow 
is resumed only in response to very intense rainfalls, whose 
extreme peaks may reach and occasionally exceed 500 mm 
in one day and 150 mm in one hour. In their terminal reaches, 
the fiumaras have a braided morphology (Fig. 4) and are very 
wide and choked with coarse-grained (boulder to cobbles) 
sediment. The study rivers have a small catchment area and 
are rather short. The catchment area and channel length of 
most of the study rivers vary between 10 and 100 km2 (range 
6 and 405 km2, mean 63 km2) and between 10 and 30 km 
(range 6.4-72 km, mean 21 km) respectively (Fig. 5). 
 The recent uplifting of the Calabria region resulted in 
many short rivers with a narrow and elongated catchment 
with rather steep slopes (Versace et al., 2017) (see Fig. 1) (see 
also the example of the Simeri River reported in Fig. 6 - Billi 
and Biamonte, 1995). The mean shape factor is 0.12 (range 
0.06-0.23), which confirms the study that river catchments 
tend to a marked elongated and rectangular shape. The 
average relief ratio of the study fiumaras is high (0.07, 
range 0.01-0.13) (Table 1) and implies relatively high relief 
and steep slopes underlain by resistant rocks (Thomas et 
al., 2010). More than 57% of the study catchments have 
an average slope gradient in the 30-40% range (Fig. 7). It 
follows that the main channels also have high gradients 
(mean 0.0677, range 0.0232-0.1185) that are reflected by 

the steep gradient of the terminal reaches. The latter is 
obviously gentler, accounting for an average of one-third of 
the entire river gradient. Nevertheless, it is still quite steep, 
particularly for river reaches located just a few kilometers 
upstream of their outlet into the sea. The mean gradient of 
the terminal reaches is 0.021 and varies within the 0.0063-
0.0626 range. For similar catchment areas, the terminal 
reaches of the Calabrian fiumaras are steeper than forested 
mountain rivers in the humid environment of northwestern 
USA mentioned by Hassan et al. (2005) (Fig. 8). 
 The steep gradient of the terminal reaches also 
accounts for their braided morphology (Fig. 4) and for 
the devastating energy of the flow during high floods. 
The high gradient of the terminal reaches results from the 
combination of recent uplifting and the high sediment 
supply propelled by the semiarid Mediterranean climate 
and the sparse vegetation on the catchment slopes. Dense 
forests cover only the highest parts of the mountain ranges. 
The terminal reaches are also rather short, 3.5-27.3 km, and 
high flood waves can quickly propagate through their 
lengths posing a serious threat to the coastal settlements. 
 The drainage density of Dataset 1 ranges between 
3.3 and 8.1, mean value of 6.04 km/km2. Drainage density 
is influenced by precipitation, rock permeability, slope 
gradient, and the scale of the topographic map used to 
measure it (1:10,000 in this study). Due to the interactions 
of these factors, drainage density is a highly variable 
parameter, and any comparison between data sets 
from different studies is also complicated by the use of 
maps at different scales. Nevertheless, according to the 
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classification of Ravi Shankar and Mohan (2006), a drainage 
density of 3.5 is considered a high value. For all but one 
of the Calabria rivers, drainage density is higher than 3.5 
and for 16 out of 18 is higher than 5. This data indicates 
that the study rivers have a rather high drainage density, 
which, in general, implies a fast transfer of runoff from 
slopes to the main river stem, high river flow velocity, less 
infiltration, a short base flow period, and high unit peak 
discharges (Carlston, 1963). Such hazardous conditions 
result in higher floods, whose effects are exacerbated by 
the large proportion of the valley bottom taken up by the 
fiumaras. The ratio of the maximum streambed width to 
the average valley bottom width ranges between 0.01 
and 0.50 (average 0.20). Infrastructures and urban areas 
are concentrated in the coastal belt, crossed by fiumaras 
spaced only a few kilometers apart, and, in the past 
decades, have been subjected to several destructive floods 
(Versace et al, 2017).

Sedimentology

 Field investigations on the sedimentology of fiumaras 
were carried out in the terminal reaches of four rivers: 
Simeri, Scilotraco, La Verde, and Bonamico. The streambed 
of Scilotraco and Simeri was also sampled to obtain the 
grain-size distribution of surface and subsurface material 
(Fig. 9). In Fig. 9, we used the phi unit (phi = - log2D, in 
which D is the particle diameter) since this is the classical 
unit used by sedimentologists and geomorphologists 
for investigating streambed armoring. The ratio between 
surface and subsurface median diameter (D50) is also 
known as the armoring index and expresses the degree 
of surface texture coarsening. According to Parker and 
Kingeman (1982), a riverbed is considered armored when 
the surface-to-subsurface ratio is 2. The Scilotraco and the 
Simer show no or poorly developed bed armoring since 
their average armoring index is 1.7 and 0.9, respectively. 
Contrary to expectations, the proportion of sand does not 
influence the formation of an armored bed. In the Simer, 
the average proportion of surface and subsurface sand is 
almost equivalent (33.6 and 29.7%, respectively), whereas 
in the Scilotraco, the average proportion of sand in the 
subsurface is double that of the surface material (49.8 and 
24.4%, respectively). 
 The stratigraphy of the study fiumaras was investigated 
by field observations of exposed cutbanks and dissected bars. 
The deposits of these ephemeral streams are characterized 
by tabular units consisting of horizontal, crudely bedded, 
imbricated coarse-grained gravel (Fig. 10) with occasional 
thin (10-50 cm), massive or horizontal laminated sand 
lenses (Fig. 11). The gravel layers are commonly reversely 
graded with the largest boulders resting, especially on 

Fig. 6. Most of the Calabria rivers have a narrow and 
elongated catchment. An example is provided by the 

Simeri River. Rain gauges are indicated by the star symbols

Fig. 7. Pie diagram of the average catchment slope 
variability. More than half of the catchment’s average 

slope is in the 30-40% range

Fig. 8. Comparison of the fiumara data (solid dots) with the 
data of mountain rivers of the northwestern USA forested 

environment (open circles) (Hassan et al. 2005). 
For comparable catchment areas, the gradient of the 
fiumaras terminal reaches (Jtr) is substantially higher

Fig. 9. Distribution of the surface to subsurface D
50

 ratio in 
the Simeri and Scilotraco rivers
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top of the highest bars (Fig. 10). The study rivers’ gravels 
are poorly organized, poorly sorted, clast-supported, 
and, subordinately, open-work or infilled with fine grains 
and locally matrix-supported (Fig. 12). Imbrication is 
not ubiquitous. In places, the gravel particles within the 
tabular beds are chaotically arranged, and imbrication is 
absent (Fig. 11). The tabular beds are 20 to 80 cm thick, 
and their erosive base is indistinct. The structureless, 
chaotic gravels reflect deposition under high flow energy 
and high sediment supply conditions, whereas the open-

work gravels are deposited by quickly slowing flow and 
winnowing of fines (Maizels, 1993; Carling, 2017), leading 
to an armor layer.
 The bar top is typically coarser than surface material of 
the channel bed (Fig. 13). In the Scilotraco, the average D50 
is 11.3 and 1.1 mm, respectively, whereas in the Simeri it 
is 9.4 and 4.2 mm, respectively. The bar top is on average 
17 and three times coarser than the channel bed in the 
Scilotraco and Simeri, respectively. The concentration 
of the coarser boulders on the bar top (Fig. 13) confirms 

Fig. 11. Occasional occurrence of thin, spatially limited sand interbeds. MS = massive sand; HLS = horizontally laminated 
sand; AL = armored layer; PS = poorly sorted bed, no imbrication. In the PS, particle imbrication is not evident, indicating 

en masse bedload transport by hyperconcentrated flow

Fig. 10. Horizontal, tabular stratification. The beds are reversely graded, and the erosive bottom of the top layer (yellow 
dotted line) is barely visible. The upper layer is polymodal, clast-supported, and poorly imbricated. The upper part of 
the sediment below the dotted yellow line includes an open framework and clast-supported gravel, which is part of a 

preserved armor layer
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the large flow energy and shear stress experienced by the 
study rivers during floods. During low or receding flood 
flows, finer sediment is deposited in the channels, and, in 
some places, fine grains and/or sand drape the channel 
bottom (Fig. 13). The bars, by contrast, are not reworked. 
Their top surface material record the grain size of the 
bedload transported during high flows and winnowing 
of the finer particles as flow depth and velocity decrease. 
All these characteristics and the occurrence of the largest 
boulders (as much as 400 mm in mean diameter, equivalent 
to half of the active bedload layer) on top of the braid bars 

suggest en masse bedload transport and sedimentation 
from hyperconcentrated flows.
 Riffle and pool sequences are not easily discernible for 
the common occurrence of channel filling with fine grains 
and coarse sand induced by backwater sedimentation at 
braided channel confluences (Fig. 13b, 14) and the crisscross 
overlapping of lobate gravel sheets, 20-40 cm thick. Very 
seldom, bars show a sand tail and downstream dipping 
foresets (Bluck, 1982), reflecting the lack of downstream 
accretionary fronts and the downstream migration of the 
longitudinal bars. Moreover, the gravel beds do not show 

Fig. 12. Bar top layer. Coarsening upward is evident. The size of the boulder on top is close to D
100

Fig. 13. Difference in surface grain size between channel and bar top: a) in the Bonamico River, the channel surface is 
filled with fine grains, whereas the bar top is covered with coarse boulders. Notice the vicinity of the basin headwaters 

to this channel section that is only a couple of kilometers from the sea; b) In the La Verde, bed material is finer. The 
secondary channels are locally covered with sand, whereas the main, larger channels are filled with fine grains and sand. 

Yet, notice the closeness of the headwaters



159

Billi P. and Biamonte A. GEOMORPHOLOGY AND SEDIMENTOLOGY OF EPHEMERAL ...

any downstream fining in grain size. This evidence suggests 
that, in the Calabria ephemeral streams, bars result from the 
dissection of thick bedload sheets/layers (Whiting et al., 1988) 
rather than from the downstream migration of the longitudinal 
bars (Billi, 2016).
 Sandy bedforms predominantly consist of plane bed, and 
only massive and horizontally laminated sand is present in the 
natural cutbanks (Fig. 11). In places, sandy foresets are found at 
the confluence of a minor braid channel into a major, deeper 
channel (Fig. 14). This sand is deposited by the backwater effect 
when the larger channel is still conveying a substantial discharge 
while the minor channel is flushing out during the receding 
flood flows. No ripples and dunes were observed in the study 
fiumaras, whereas streaming lineation and cuspate ripples were 
occasionally found only in the Scilotraco river mouth. 

 Gravel bedforms include pebble clusters (Brayshaw, 
1984; Billi, 1987; Billi, 1988) (Fig. 15a), crescent scours (Picard 
and High, 1973) (Fig. 15b), transverse ribs (Fig. 15c) and 
keystone interlockings (Fig. 15d). Transverse ribs occur 
as individual lines of larger particles across the braid 
channel, unlike the sequences seen in gravel-bed rivers 
of more humid climate (Billi et al., 2014). In the study of 
fiumaras, the keystone interlocking is a very common 
coarse-grained bedform and consists of a larger key 
boulder with smaller contact particles around it. It is not 
clear how this combination of coarse and finer particles 
forms (Zimmerman et al., 2010) but, as pebble clusters and 
transverse ribs, they play an important role in increasing 
the streambed roughness and flow resistance.
 

Fig. 14. Confluence of a shallow secondary channel into a deeper main braid channel downstream of a longitudinal bar. 
The backwater in the secondary channel favors the deposition of massive (or seldom, cross-laminated) sand

Fig. 15. Coarse-grained bedforms observed in the Bonamico and La Verde fiumaras: a) pebble cluster with the obstacle 
clast, the upstream stoss, and the downstream wake (Brayshaw, 1984). The stick ruler for the scale is 0.8 m. Flow from 
left to right; b) transverse rib highlighted by the dotted line across the channel. Flow is toward the reader; c) crescent 

scour. Notice the crescentic scour upstream of the boulder and the sand wake downstream. They are typically formed by 
shallow, receding flood flows. Flow to the right. The stake is about 0.8 m long; d) keystone interlocking. Several of these 

bedforms, consisting of a larger boulder surrounded by smaller particles are indicated by the notation KSI
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DISCUSSION

 In their study on the global distribution of rivers to terrestrial 
sinks, Nyberg et al. (2018) report the following relation between 
catchment area (A) and river length (L): L = 60.518A0.574

 The study fiumaras also show a similar relation, though 
the coefficient (3.108) and the exponent (0.491) are 
somewhat different (Fig. 5). The difference in the coefficient 
can be explained by the larger data set of Nyberg et al. 
(2018) in which catchments with an area larger than 
250 km2 are by far the majority, whereas most of those 
considered in this study are less than 100 km2 (only one is 
larger than 250 km2 - Table 1). The exponent of the fiumaras 
is smaller, which indicates that, for comparable catchment 
areas, these rivers tend to be 30-40% shorter. The latter, in 
fact, exit the headwaters and cross the coastal plain with a 
short terminal reach, whose length is, on average, half of 
the total river length. Given the relief (high mountains close 
to the sea), the high drainage density, and the steepness 
of the terminal reaches, the transfer of water and large 
sediment loads (Sabato, 1989; Sabato and Tropeano, 2005) 
from the headwater to the coastal area during high flows is 
rather fast and capable of breaching the incoherent banks. 
Despite the small area of their headwaters, the geomorphic 
characteristics of the catchments and the lower channels 
lead the fiumaras to experience large, devastating floods.
 The streambed gradient of the terminal reaches 
reported in Dataset 1 (Table 1) is typical of braided rivers 
(Rinaldi et al., 2016). However, some of them have steeper 
gradients, higher than 0.06, which in the literature are 
indicated as typical of single channels with step-pool or 
riffle pool morphology (Grant et al, 1990; Rosgen, 1996; 
Montgomery and Buffington, 1997). The ubiquitous 
occurrence of the braided morphology with river gradients 
typical of mountain streams can be accounted for by the 
lower, infrequent flow capability to entrain only a small 
portion of the incoming coarse-grained sediment load, 
resulting in high sedimentation rates. The downstream 
reaches of the fiumaras are, therefore, choked with 
sediment (Fig. 4) and reworked by lower-to-medium 
floods, mainly through channel incision (Fig. 14), providing 
them with the typical braided morphology. 
 The average drainage density of the study fiumaras is of 
the same order of magnitude as the rivers studied by Carlston 
(1963) in the northeastern United States. The latter, however, 
experiences a more humid climate with more uniform monthly 
precipitation compared to the Mediterranean climate of the 
Calabria region. Information about the drainage density of 
ephemeral and intermittent rivers is rather poor. Makhamreh 
et al. (2020) report rather low values of drainage density (1.49-
1.85 km/km2) for the Wadi Al-Shumar in northern Jordan. This 
river has a catchment with an elongated shape, similar to that 
of the fiumaras, but a lower maximum elevation of 1018 m asl. 
The annual precipitation of this Jordan River, 350-400 mm, is 
substantially lower than that of the Calabria rivers (especially 
in the headwaters). This can be considered as the main reason 
for the lower drainage density of Wadi Al-Shumar compared 
to the Calabrian fiumaras. Another factor leading to such a 
wide difference can be found in the smaller scale (1:25,000) 
of the topographic maps used by Makhamreh et al. (2020) 
whose detail about small streams is commonly inferior 
to a 1:10,000 map. Bedrock and soil characteristics are 
recognized by many scientists as key factors in determining 
drainage density, but, unfortunately, Makhamreh et al. 
(2020) do not report any information about them.
 The streambed gradient of the terminal reaches of the 
study fiumaras is steeper than that of ephemeral streams of 
the same size investigated by Demissie et al. (2017) in the 

semiarid Raya graben in northeastern Ethiopia. The average 
gradient of the latter rivers is 0.013, whereas that of the 
study fiumara is almost twice (0.021). Both the study areas 
have been subjected to recent uplifting, but the Ethiopian 
ephemeral streams receive a lower average annual rainfall 
of 750 mm. The main reason for this marked difference in 
streambed gradient probably lies in the finer sandy gravel 
alluvium of the Raya graben rivers (average proportion 
of sand 59%) compared to the coarse gravel with very 
little sand of the Calabria fiumaras. The higher proportion 
of sand in the Raya ephemeral streams results from the 
hotter climate, the weathering-prone bedrock consisting 
of Eocene to recent volcanics, and the predominance 
of sparse bushy vegetation on slopes. For two large, 
predominantly sand and sandy gravel ephemeral streams 
draining the Daban basin in northern Somalia (Biyoguure 
and Kalajab), Billi (2022) measured a streambed gradient 
of 0.015. These rivers are very close to each other and 
share a similar bedrock mainly composed of Proterozoic 
granites and Eocene-Oligocene and Neogene sandstones 
and conglomerates. Very high temperatures year-round, 
modest rainfall only in the headwaters, occasional floods, 
and slopes without vegetation result in high sediment 
supply and aggradation rates. The predominance of fine 
sediment reflects the relatively lower streambed gradient, 
notwithstanding the Eocene to recent uplifting of the rift 
escarpment hosting the headwaters of both rivers.
 The study fiumaras shares several sedimentological 
characteristics with other ephemeral streams in the 
world but also shows some differences. The structureless 
sedimentology of the alluvium, consisting of crude coarse 
gravel beds, typically 40-80 cm thick, poorly sorted, and 
organized is also reported by Hassan (2005) for his study 
of ephemeral streams in the Negev desert (Israel). Other 
similarities include the occurrence of the largest boulders 
on top of bars as observed by Billi (2016) in the boulder bed, 
seasonal Golina river crossing the Raya graben, or in the 
gravelly sand Biyoguure and Kalajab ephemeral streams 
(Billi 2022) in northern Somalia. According to Maizels 
(1993), the larger boulders are pushed upward by internal 
dispersive stresses. Manville and White (2003) consider the 
occurrence of large boulders on top of the active bedload 
layer as typical of hyperconcentrated flows. In the basal 
layer, these authors postulate debris flow conditions driven 
by internal inertial forces and the tangential boundary 
shear stress imposed by the overlaying turbulent flow. 
The particles larger than the basal flow are therefore 
pushed into the upper turbulent flow and move as contact 
bedload. In the fiumaras, the large boulders are rooted in 
the coarse core division of the tabular bed (Fig. 12) and the 
arrangement proposed by Manville and White (1993) is not 
evident. The presence of large boulders on the bar top of 
reversely graded beds seems to be better explained by 
the bipartite model of Sohn (1997) modified by Billi (2008) 
consisting of a frictional region at the base, above which, 
in the collisional region, the particle shear stress reaches 
its maximum. In this upper region of high shear stress, the 
largest particles are concentrated, with the outsized one 
protruding to the top of the active moving bedload layer. 
The winnowing of the receding flood flow contributes to 
removing the fines, leaving in place the coarse boulders, 
thus freezing a condition of high flow energy.
 The alluvium of the Bonamico, La Verde, Simeri e 
Scilotraco fiumaras is typically structureless except for 
crudely bedded coarse-grained and poorly sorted gravels 
05-1.0 m thick. These poorly organized deposits are also 
present in the Golina River and other ephemeral streams 
in the Raya graben, but in these rivers, the beds show a 
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typical internal organization consisting of divisions with 
different grain size characteristics associated with the 
vertical distribution of shear stress in hyperconcentrared 
flows (Billi, 2008). This feature is not so well developed in 
both the Calabria rivers and the Daban ephemeral streams 
(Billi, 2022). The currently available data is insufficient to 
explain why the Raya graben riverbed load sheets exhibit 
such an internal organization. The floods of these rivers 
probably have a higher intensity and a longer duration, as 
they are generated by monsoon-type rainfalls, which allow 
for hyperconcentrated flows capable of some internal 
organization that is not possible in the shorter floods on 
the Calabria and Daban basin rivers. 
 The lack of evidence of downstream migration of braid 
bars is also observed in the Raya and Daban rivers, and 
Hassan (2005) also found bar dissection processes that, 
in the fiumaras and in the Raya and Daban ephemeral 
streams, are considered to form longitudinal bars through 
the incision of diverging and rejoining channels. The 
occurrence of large boulders on the bar top and the 
coarser grain size of the bar top with respect to the finer 
channel filling observed in the fiumaras has been reported 
for the Raya graben (Billi, 2016) and the Daban ephemeral 
streams (Billi, 2022) as well. In these latter rivers, the grain 
size difference between bar top and channel fill is not as 
marked as in the fiumaras and the Raya rivers. In the Daban, 
the predominance of sandy sediment over gravel and 
boulders, the very large width-to-depth ratio (close to 300) 
and the shallowness of the braid channel, especially in the 
widest reaches, may reduce the difference in shear stress 
between the high flow on the bar top and the low flow of 
the receding flood phase in the channels.
 Crescent scours are typical bedforms of ephemeral 
streams. They are very common on the streambeds of the 
Daban and the Raya graben rivers, whereas they are rare in 
the fiumaras. Such a difference may be accounted for by 
the small percentage of sand in the Calabria rivers since 
the occurrence of a thick sandy top layer is fundamental for 
the development of this bedform, which is one of the most 
typical and indicative of dryland ephemeral rivers. 
 Ripples and dune bedforms are uncommon in the 
study fiumaras as in the Ethiopia and Somalia counterparts. 
The short duration of floods and, likely, flows with Froude 
numbers close to one are conditions unfavorable for the 
formation of bedforms, except for the plane bed (Billi, 2008). 
In places, mud film deposited in the pools shows shrinkage 
cracks. This bedform witnesses the flashy character of 
floods and the quick change from humid to dry weather 
conditions. The ubiquitous occurrence of crescent scours 
and horizontal lamination and the lack of cross-stratified 
sands and ripple and dune bedforms can be considered 
diagnostic elements to identify old deposits as originated 
by ephemeral streams. Typical sedimentological features of 
the fiumaras, though not exclusive to them, include the lack 
of a clear stratification, the occurrence of an armored layer 
including the largest boulders, especially on the bar top, the 
bed reverse grading, the lack of internal organization and 
downstream fining, the occurrence of pebble clusters, and 
keystone interlockings. From this study, it is evident that 
the study fiumaras share some distinctive characteristics 
with dryland ephemeral streams, but the former show a 
poorer diversity of internal arrangements and bedforms. 
 Field observations indicate that the streambed of 
fiumaras is not armored. In the Simeri and Scilotraco, 
bed material sampling and grain size analysis returned 
low average values of armoring degree (0.9 and 1.7, 
respectively) that are comparable to that of 1.7 reported 
by Hassan (2005) for a hyper-arid ephemeral stream in the 

Negev desert of Israel. According to this author, armoring 
may not be apparent in dryland rivers. In the Scilotraco, the 
armoring is more pronounced (1.7) than in the Simeri (0.9), 
but in the former river, the sand content in the subsurface 
material is twice that on the surface, and, in the latter, it is 
almost equivalent (around 30%). These data suggest that, 
in the study fiumaras, the proportion of sand trapped in 
the subsurface material is not sufficient to produce the 
formation of an armored bed. In more humid environments, 
the development of a coarser streambed surface is 
associated with selective transport and winnowing 
processes (Parker and Klingeman, 1982) or sediment 
supply-limited conditions (Dietrich et al., 1989). These 
conditions are rarely found in the ephemeral streams of 
arid and semi-arid environments. In the fiumaras, sediment 
supply is high, the infrequent flash floods are short, and 
flow vanes quickly constrain the occurrence of winnowing 
processes. All these conditions and the bedload en masse 
transport are supposed to contrast the development of 
streambed armoring. 
 The lack of an armored layer also has been found in 
other ephemeral and intermittent rivers and seems to be 
a recurrent characteristic of arid and semiarid region rivers 
(Billi, 2008, 2016, 2022). In these environments, sediment 
supply-limited conditions are rarely met because the 
sparse vegetation, long intervals without rain, and high 
rates of rock weathering result in high rates of sediment 
supply, especially if compared with the very low frequency 
of floods. Moreover, in arid and semiarid regions, lower than 
bankfull flows do not necessarily result in washing out the 
fines. A few field studies on dryland rivers (e.g., Billi, 2011; 
Demissie et al., 2017) indicate that, during shallow flows, 
the deposition processes tend to prevail on winnowing.
 Another issue about streambed armoring is the 
occurrence of several check dams in the study rivers. The 
Calabria region is affected by intense erosion processes 
and high sediment delivery rates, so one could expect that 
after a few years/decades, when the check dams are filled, 
their influence on the sediment supply quantity and quality 
should tend to be neglectable. In 1973, a landslide blocked 
the upstream third of the Bonamico River and formed a 
small lake. Though this event initially may have substantially 
affected the sediment supply, time sequences of satellite 
images show that around 2010, the river started to retrieve its 
original channel morphology, and in the reach downstream 
of the landslide, there is evidence of a progressive change 
from very coarse bed material to finer sediment and of the 
restoration of a sediment supply, likely comparable to that 
typical of the river reach before the landslide. Besides, it is 
worth mentioning that a substantial sediment supply to 
the lower reaches of the Bonamico was and comes from its 
largest tributary, which is located downstream of the 1973 
landslide and was not affected by it.
 Further field studies, especially hydraulic field 
measurements and data, are strongly recommended 
to strengthen our knowledge of the geomorphological 
processes and the sedimentological characteristics of 
peculiar rivers such as the fiumaras.

CONCLUSIONS

 Southern Italy’s ephemeral rivers are known by the 
local name of fiumaras. This name is associated with short 
and steep channels that are dry for most of the time but 
capable of turning quickly into high floods with devastating 
energy. In addition to heavy rains and notwithstanding the 
small size of their catchment, geomorphic factors such as 
the high relief ratio, the steep slopes, the high drainage 
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density, and the short and steep channel contribute to a 
fast transfer of water and sediment from the headwaters 
to the coastal plain reaches, resulting in channels chocked 
with sediment and high flood waves.
 The alluvium of the fiumaras is coarse-grained, and its 
stratigraphy is very simple, as it consists mainly of horizontal, 
poorly sorted, commonly reversely graded, structureless 
beds with rare thin and spatially limited intercalations/lenses 
of massive or horizontally laminated sand. Crossbedding is 
very uncommon. The most common gravel bedforms are 
pebble clusters, keystone interlocking, and, subordinately, 
transverse ribs. Crescent scours, which are typical of dryland 
ephemeral streams, are seldom observed in the study 
fiumaras, probably because of the small proportion of sand. 
The largest boulders are typically found on the longitudinal 

bar top, whereas the main braid channels are filled with fine 
gravel and, subordinately, with sand. 
 The longitudinal bars do not show any evidence of 
downstream migration. They appear to result from the 
streambed dissection of thick bedload layers during 
the receding flood flow phase. The fiumaras’ alluvium 
sedimentological characteristics indicate high rates of 
deposition from hyperconentrated flows. The fiumaras 
share some sedimentological features with coarse-grained 
ephemeral streams of other arid and semi-arid areas in 
the world, but further field studies are necessary to point 
out specific diagnostic elements for the interpretation of 
ancient deposits laid down by these peculiar Mediterranean 
rivers.  
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ABSTRACT. The current study presents the results of air quality research in the small mining and touristic city of Apatity 
(Kola Peninsula, Russian Federation, 67o34’03’’N, 33o23’36’’E) during the two winter expeditions in 2022 and 2024. A PurpleAir PA-II 
portable device was used for ground-based aerosol observations. Two measurement campaigns allowed to conduct route 
measurements in various synoptic conditions, including both frosty windless weather, characterized by temperature inversion 
(2022), and contrasting conditions of “warm” winter unusual in the Arctic and Kola Peninsula (January 2024). The obtained 
results demonstrate that, depending on the synoptic situation in the city, there can be both traditional accumulation of 
concentrations of PM2.5 particles (up to 300 µg/m3) dangerous for the health of inhabitants (in some areas exceeding the 
20 min maximum allowable concentration of 160 µg/m3 almost twice), and significant improvement of air quality due 
to precipitation and air mixing under warm winter conditions (on average, about 17 µg/m3). The latter circumstance can 
noticeably improve the region’s tourism potential in a warmer climate.
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INTRODUCTION

 During the last decades, air pollution has become one 
of the major natural and man-made hazards attracting 
more attention of researchers. The global community is 
increasingly emphasizing the causes and consequences 
of air pollution in terms of sustainable development and 
urban planning. Key challenges in such research have been 
the identification of factors contributing to air pollution and 
the development of adaptation and mitigation measures 
to improve the quality of life in cities.
 PM2.5 and PM10 are airborne mass concentrations with 
sizes ranging from 10 nm to 2.5 µm and up to 10 µm in 
diameter, respectively, either solid or as microscopic liquid 
droplets (Seinfeld and Pandis 2006). PM particles are 
divided into primary and secondary particles. Primary PM 
is directly emitted into the ambient air, while secondary PM 
can be formed by chemical reactions of substances such 

as sulfur dioxide, nitrogen oxides, and ammonia (various 
nitrates and sulfates). Primary PM can be of natural and 
anthropogenic origin. The source of natural PM can be, 
for example, soil erosion. Biological pollutants can also be 
considered as primary natural PM. Anthropogenic PM10 and 
PM2.5 particles are fragments of soot, automobile tires and 
asphalt (due to wear and tear of road surfaces), as well as 
mineral salts and heavy metal oxides (Seinfeld and Pandis 
2006; Arnold et al. 2016). Many papers have been devoted 
to the study of episodes with significant exceedances of 
PM2.5 and PM10 standards (Chen et al. 2023; Groot Zwaaftink 
et al. 2022; Yasunari et al 2024; Sartz et al 2023). The main 
sources of anthropogenic PM2.5 and PM10 are motor 
vehicles with internal combustion engines, combustion 
of solid fuels both in households and industry, as well as 
construction, mining, cement production, etc. Studies 
show that in mechanical engineering, the share of PM2.5 
and PM10 emissions can account for up to 13% and 40% of 
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total suspended particles (TSP - total suspended particles) 
emitted, respectively; in ferrous metallurgy up to 75% and 
84%, in non-ferrous metallurgy up to 43% and 88%, and in 
mining up to 21% and 49%, respectively (Zagorodnov et al. 
2019). Construction materials production also contributes 
significantly to PM10 and PM2.5 emissions (Prosviryakova 
and Shevchuk 2018). One of the problems associated with 
the formation of PM10 and PM2.5 in industry is that particles 
with aerodynamic sizes smaller than 10 µm are practically 
not captured by the most common dust cleaning plants, 
in contrast to larger particles captured in amounts up to 
90-95% (Strelyaeva et al. 2014; Strelyaeva et al. 2017).
 Special attention to the study of urban air quality, 
including the concentration of PM2.5 particles, is due to the 
fact that these particles are able to overcome biological 
barriers and penetrate into the lungs and even blood, 
causing significant harm to human health (Kholodov et 
al. 2019; Bai et al. 2007; Polichetti et al. 2009; Kowalska 
and Kocot 2016; Dominici et al. 2006). The concentrations 
of PM10 and PM2.5 in ambient air affect mortality rates, 
respiratory and cardiovascular disease occurrence statistics, 
and other health indicators (Zagorodnov 2018; Di et al. 2017). 
Table 1 shows the maximum allowable concentrations of 
PM particles according to WHO recommendations1, as well 
as those adopted in Russia2, Belarus3 and EU countries4.
 In the present work, the concentrations of PM2.5 
particles were compared under the Arctic city conditions 
both in clear frosty weather after prolonged intense 
snowfalls and in “warm” winter conditions in the presence 
and absence of precipitation. The effect of precipitation 
washout on the optical properties of smoke, and thus in 
the amount of aerosol, is noted in many works (Burtsev 
and Burtseva 1971; Pkhalagov and Uzhegov 1980). Wet 
aerosol deposition from the atmosphere is one of the 
most effective processes for its purification from pollutants 
(Aloyan 2002; Wallace and Hobbs 2006). The analysis of 
atmospheric purification by precipitation under urban 
conditions presents a complicated problem. Decrease in the 
concentration of impurities due to precipitation has been 
proved, but the washout effect is observed only outside 
of the zone of direct impact of anthropogenic aerosol 
sources. In (Gorbarenko and Eremina 1998), a significant 
dependence of aerosol optical thickness on the duration, 
amount, and intensity of precipitation was observed only 
in the warm period of the year. In (Chubarova et al. 2020) 
the experiments conducted in April and May 2018 and 

2019 showed an exponential dependence of the decrease 
in aerosol content with an increase in precipitation. It was 
also shown that the content of suspended and dissolved 
aerosol fractions in precipitation samples was consistent 
with the high aerosol content in the atmosphere before 
precipitation. Experiments have demonstrated that under 
all precipitation regimes, the contribution of the suspended 
fraction to the total aerosol washout was predominant (up 
to 67%) compared to the dissolved one. 
 In (Plaude et al. 2012), based on 15-year measurements 
of atmospheric aerosol characteristics in Dolgoprudny, 
it was shown that a statistically significant negative 
correlation of aerosol particle concentration with 
precipitation is observed only for monthly averages and 
is absent for semiannual and seasonal averages. Analysis 
of individual precipitation events revealed their small 
influence on aerosol concentration in the surface layer. 
In the winter period, the authors observed a decrease in 
aerosol concentration in a narrow range of particle sizes 
0.03-0.1 μm, and it amounted to no more than 30% within 
a few hours. In our work, however, a significant difference 
in PM2.5 particle concentrations was found in the presence 
and absence of precipitation (snow) in urban conditions, 
which can be explained by a number of meteorological 
reasons, including inversions and wind direction.
 In the cold climate cities with temperatures below 
freezing and persistent snow cover over a significant part 
of year (Järvi et al. 2017; Qian et al. 2022) the persistent 
surface energy deficit in wintertime creates stronger 
surface layer stability and temperature inversions in the 
lower atmosphere (Wetzel and Brümmer 2011) and a 
thin stable ABL (Davy 2018). Research publications about 
cold climate urban meteorology are scarce (Varentsov 
et al. 2023; Brozovsky et al. 2020; Lappalainen et al. 2022; 
Varentsov et al. 2022; Konstantinov et al. 2022). 
 An important aspect of wintertime pollution in cold 
cities is the prevalence of temperature inversions, which 
reduce the vertical dispersion. Due to extremely stable 
atmospheric conditions in case of low winds pollution 
is trapped in the shallow atmospheric layer, which 
significantly worsens the air quality in Arctic cities (Simpson 
et. al. 2024). A number of studies have investigated the 
main sources of pollution in Arctic cities, in particular, in 
Fairbanks. Fairbanks wintertime sources of PM have been 
studied by chemical mass balance methods (Ward et al. 
2012), which indicated that wood smoke sources caused 

Mukhartova I. V., Kospanov A. A., Zubova M. E. et al. WINTER SPATIAL PATTERNS IN PM2.5 CONCENTRATION AND AIR ...

1WHO air quality guidelines for particulate matter, ozone, nitrogen dioxide and sulfur dioxide, 2006
2GN 2.1.6.3492-17 “Maximum permissible concentrations (MPC) of pollutants in the atmospheric air of urban and rural 
settlements” for Russian Federation
3Standards of maximum permissible concentrations of pollutants in atmospheric air: hygienic standard / approved by the 
decree of the Ministry of Health of the Republic of Belarus № 113 08.11.2016
4Air quality standards – European Commission, National ambient air quality standards for particulate matter, 2006

Table 1. Maximum allowable concentrations of PM
10

 and PM
2.5

Particles Period
MAC, µg/m3

WHO Russia Belarus EU

PM10

20 min - 300 150 -

1 day 50 60 50 50

1 year 20 40 40 40

PM2.5

20 min - 160 65 -

1 day 25 35 25 -

1 year 10 25 15 20
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60–80% of ground-level PM from 2008–2011. The studies 
using positive matrix factorization (PMF) generally agreed 
that wood smoke was the largest single factor, but found 
lower percentages (40–52%) of influence in Fairbanks 
(Wang and Hopke 2014; Kotchenruther 2016).
 The aim of this work was to study how different 
meteorological conditions influence the spatial 
distribution of pollution by PM2.5 in Apatity during winter, 
as the formation of a temperature inversion and a weak 
mixing layer (or their absence) are bound to influence 
the pollutant accumulation patterns. To achieve the 
goal, the following tasks were performed: selection of 
points for measurements, direct measurements of PM2.5 
concentration in winter 2022 and 2024 on days with 
different meteorological conditions, and processing and 
analysis of measurement results.

MATERIALS AND METHODS

 We conducted our research in the city of Apatity 
(67o34’03’’N, 33o23’36’’E), situated in the Murmansk region 
above the Arctic Circle. As noted above, for Arctic cities, air 
quality is a particularly critical indicator, which is associated 
with meteorological features of the region. Therefore, of 
particular interest in this work was the comparison of the 
spatial distribution of atmospheric pollution in different 
meteorological conditions: in the presence and absence of 
inversion, in the conditions of classical cold winter, as well 
as warm winter.  
 In addition to its geographical location, Apatity is also 
interesting because of its location in close proximity to the 
ANOF-2 and ANOF-3 apatite-nepheline enrichment plants, 
which are subdivisions of Apatit’s Kirovsk branch. Both 
the ANOF factories themselves and their “tailings ponds” 
are sources of significant dust pollution in the cities of 
Kirovsk and Apatity. In this regard, it was also of interest to 
study the spatial distribution of pollution in Apatity under 
different meteorological conditions.  
 The studies were conducted in the winter of 2022 and 
2024 as a part of the winter expedition of the Department 
of Meteorology and Climatology, Faculty of Geography, 
MSU (January 16 - 23, 2022 and January 25 - February 1, 
2024). The measurements were carried out by automobile 
sounding for several hours. The points selected for 
measurements are presented in Fig. 1. 
 The map in Fig. 1, as well as the maps of the PM2.5 
concentration distributions presented in the Results section, 

were made using QGIS 3.34 software5. The distribution of 
concentration in the study area was obtained from point 
measurements using inverse distance weighted (IDW) 
interpolation method.  
 For both research cases, judgmental sampling was the 
primary sampling technique, as it allowed us to address 
the specifics of the PM2.5 measurement campaigns during 
the two different expeditions. In 2022, the points were 
predominantly concentrated along the road from ANOF-
2 to Apatity and in the northern part of the city (Fig. 1a) 
in order to detect the correlation between air quality and 
distance from the enterprise. Point 1 was located in the 
vicinity of the nepheline “tailings dump” and the ANOF-3 
site (the tailings dump is located approximately 6.5 km east 
of point 1, ANOF-3 is located 10 km east of point 1). Point 8 
is located directly at the entrance to ANOF-2, points 18 and 
2 play the role of background points. Point 3, located in the 
village of Tik-Guba on the shore of Lake Imandra, was also 
considered a background point. In 2024, it was decided to 
distribute the points more evenly within the city (Fig. 1b), 
keeping point 8 near ANOF-2, point 3 on the shore of the 
lake (moving it closer to the weather station), as well as a 
number of points in the northern part of Apatity.
 Ground-based aerosol observations were carried out 
using a PurpleAir PA-II portable device (PurpleAir LLC, Draper, 
UT, USA) incorporating a pair of PMS5003 laser optical 
particle counter sensors (Plantower Ltd., Beijing, China). 
The principle of particle concentration measurement 
in the PurpleAir PA-II device is based on optical light 
scattering technique. The use of light scattering technique 
makes the sensors cheaper to manufacture, reduces their 
power consumption and response time (Tanzer et al. 2019). 
When a particle passes through the sensor, it scatters 
light. The intensity of the scattered light is measured by a 
phototransistor and correlated with the dimension of the 
particle. This method is sensitive to air temperature and 
humidity, so the PurpleAir PA-II also contains temperature, 
relative humidity and barometric pressure sensors (BME 
280, Bosch Sensortec GmbH, Reutlingen, Germany). In our 
study all measurements were provided in recommended 
temperature range -40°F to 185°F (-40°C to 85°C). 
 All sensors in PurpleAir PA-II are connected to a 
microcontroller with a wireless communication module. 
The device allows data to be recorded and transmitted via 
Wi-Fi to a cloud platform, from where it can be downloaded 
at 2-minute intervals. The PMS5003 sensor provides digital 
outputs for 12 data fields. The first three ones correspond 

Fig. 1. The location of measurement points in and around Apatity for 2022 (green points) and for 2024 (blue points)
5QGIS.org, 2024. QGIS Geographic Information System. QGIS Association. http://www.qgis.org
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to the mass concentrations of PM1, PM2.5 and PM10 fractions 
without applying any correction. The next three ones 
correspond to the corrected mass concentrations obtained 
after applying the proprietary algorithm developed by 
Plantower Ltd. The next six data fields contain the cumulative 
particle size distribution in six size ranges (>0.3 µm, >0.5 µm, 
>1 µm, >2.5 µm, >5 µm and >10 µm). In addition to these 
parameters, the PA-II instrument also reports temperature, 
relative humidity, and barometric pressure from each of 
the two PM5003 sensors (Stavroulas et al. 2020).
 The study of accuracy of low-cost PurpleAir monitors 
for measuring ambient fine particulate matter (PM2.5) and 
the exploration of methods for improving their precision 
were made in (Tryner et al. 2020). Initially, the researchers 
tested the linear response of PurpleAir monitors to a 
known PM2.5 standard and derived a laboratory-based 
correction factor. Then they deployed the monitors 
alongside portable filter samplers at 15 outdoor sites to 
assess the effectiveness of ambient relative humidity (RH) 
data in improving measurement accuracy. Authors found 
out that 72-h PM2.5  (μg m−3) measured by portable and 
conventional filter samplers agreed.
 The PurpleAir PA-II device was used to measure PM2.5 
concentration at each of the measurement points for 
1-2 min. The data was updated every 10 seconds. For 
further work and analysis, averaging of measurement 
results was performed. Although we measured essentially 
instantaneous concentrations, the corresponding values of 
the sub-index AQI were calculated based on concentrations 

of PM2.5 in µg/m3 to illustrate the assessment of air quality. 
In the following, pollution distribution maps show data 
in AQI units. The relation of AQI index values and PM2.5 
concentrations in µg/m3, as well as the classification of 
AQI levels and the corresponding recommendations for 
24-hour human exposure to the corresponding pollution 
level are given in Table 26. Recommendations on the 
relation between AQI levels and the degree of danger to 
human health have been developed for an average 24-
hour exposure. In our study, measurements at each point 
were carried out for several minutes. Hence, to assess the 
level of pollution, we used concentrations in µg/m3 and 
compared them with the 20-minute MAC according to 
accepted Russian standards. 
 The period of the 2022 expedition was characterized 
by strong snowfalls, which made it impossible to carry out 
measurements for several days. The measurements were 
carried out after the snowfall was over, on 22.01.2022, 
when typical anticyclonic conditions were established, 
characterized by almost complete absence of wind, 
significant temperature inversion, and air temperature 
of about -20°C. The concentration of PM2.5 particles was 
measured in the morning and afternoon hours.
 During the winter expedition of 2024, the synoptic 
situation was atypical for the Kola Peninsula and the time of 
the year. Constant active cyclonic activity accompanied by 
the passage of atmospheric fronts with sharp temperature 
variations at different altitudes, as well as gusty winds that 
provoked intensive vertical air mixing in the lower layers 
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Fig. 2. The configuration of a Purple Air PA-II portable device (а); PMS5003 sensor from above (b); 
PMS5003 sensor with a microcontroller (c)

Table 2. The relation of AQI air quality index and PM
2.5

 concentration in µg/m3

AQI Levels (US) PM2.5, µg/m3 Recommendations (at 24 hours exposure)

0-50 (good) 0-9.0 Good air quality, no or low health risk.

51-100 (satisfactory) 9.1-35.4
Sensitive groups of people are better off avoiding outdoor activity as they may experience 

respiratory symptoms.

101-150 (bad for sensitive 
groups of people)

35.5-55.4
People in the middle and particularly sensitive groups are at some risk of eye, skin and 

throat irritation, as well as respiratory problems.

151-200 (bad) 55.5-125.4
There is an increased likelihood of exacerbation of heart and lung disease in the general 

population.

201-300 (very bad) 125.5-225.4 Impact on the general population. Sensitive groups should limit outdoor activity.

301+ (dangerous) 225.5+
The general public is at risk of experiencing severe eye, skin and throat irritation, as well 
as having adverse health effects that can trigger cardiovascular and respiratory diseases. 

Outdoor activity should be avoided. 

6Mintz D. (2016).Technical Assistance Document for the Reporting of Daily Air Quality – the Air Quality Index (AQI) U.S. 
Environmental Protection Agency, Office of Air Quality Planning and Standards (ERA-454/B-16-002), https://www.airnow.
gov/sites/default/files/2018-05/aqi-technical-assistance-document-may2016.pdf
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of the atmosphere, created difficult conditions for the 
fulfillment of the planned studies. However, this atypical 
situation also provided a unique opportunity to investigate 
the air quality of the city of Apatity during an unusually 
warm winter. Wind weakening by the beginning of the night 
on January 26 allowed the first air quality measurements to 
be made. During the measurements, precipitation in the 
form of heavy snow was observed; temperature ranged 
from -3 to -2.4°C. The second series of measurements was 
conducted in the afternoon of 26.01.2024, at a temperature 
of -5°C, with a westerly wind of about 1 m/s and showers 
of slight snow. The final series of air quality measurements 
was carried out in the morning and afternoon hours of 
31.01.2024 under conditions of elevated inversion, a north 
wind of 0-1 m/s, and a temperature of -3°C.

RESULTS

 Tables 4, 6, 8, and 10 show the results of PM2.5 
concentration measurements during the day on 
22.01.2022, the night of 25.01.2024 to 26.01.2024, the day 
of 26.01.2024, and 31.01.2024, respectively. The graphs in 
Figs. 3-6 show the spatial distribution of the AQI index for 
PM2.5 particles in Apatity on the indicated dates. 
 Measurements on 22.01.2022 were carried out in the 
morning and afternoon hours between 11:00 and 15:00. 
The meteorological conditions for the measurement period 
are presented in Table 3 (according to the Apatitovaya 
weather station, Russia, WMO_ID=22213).
 The cloud cover is represented by low-level clouds (St 
neb. or St fr.) and middle-level clouds (As at 12:00 and Ac or 
Ac with As or Ns near 15:00). 
 Here in Table 3 and further, the following notations 
are used: T is the air temperature; P

0
 is the atmospheric 

pressure at the station level; P is the atmospheric pressure 
reduced to the mean sea level; P

a
 is the baric tendency 

(change in atmospheric pressure over the last 3 hours); DD 
is the wind direction (at an altitude of 10-12 m above the 
surface); Ff is the wind speed; U is relative humidity of the 
air; N is total cloud cover (in %); Nh is the total number of 
low-level clouds and clouds of vertical development (in %).  
 The measurement period corresponded to a weak 

wind of east-southeast direction and no more than 1 m/s 
speed, or calm. There was no precipitation. Fog, or icy fog, 
was observed, and the diameter of the frost deposit was 25 
mm. There was a strong inversion of about 10°C from the 
surface to the level of 920 hPa (approximately 660 m). 
 The results of measurements on 22.01.2022 showed 
that good air quality with a concentration of PM2.5 less 
than 10 µg/m³ (AQI<50) was observed only at background 
points 2 and 14, located outside the city. The northeastern 
part of Apatity has better air quality than the southwestern 
part. At points 1, 3 (Tik-Guba village), 8 (near ANOF-2), 9, 
13 and 18 (located on the side of a highway outside the 
city limits), air quality is satisfactory, on average, at about 
20 µg/m3, that is 8 times lower than 20 min MAC of 160 µg/
m3. The corresponding AQI index for PM2.5 in these points is 
less than 100. At points 5 and 7 (southwestern part of the 
city), a hazardous level of PM2.5 was recorded (300.94 µg/m3 
and 269.91 µg/m3, respectively, that is approximately 1.9 
and 1.7 times higher than 20 min MAC).
 The measurements on the night of 25.01.2024 to 
26.01.2024 were carried out between approximately 23:30 
and 03:00. The northwesterly wind was of about 5 m/s with 
gusts up to 8 m/s. The first half of the measurement period 
was accompanied by showers of slight snow, which turned 
into light or moderate drifting snow closer to 03:00. The 
main meteorological parameters are presented in Table 5, 
and the results of measurements are presented in Table 6 
and in Fig. 4.  
 The low-level clouds and clouds of vertical development 
were presented by Cb, Cu, St, and Frnb at 00:00 and by Sc 
at 3:00. The middle-level clouds were presented by Ac or 
Ac with As or Ns. 
 Very low PM2.5 concentrations were obtained during 
this route. The single instantaneous outliers of values 
during the measurements led to average concentration 
values less than measurement error levels. Formally, the 
estimated measurement error was added to the data in 
Table 6 with a sign plus/minus for uniformity, but, of course, 
there can be no negative concentrations.
 On the night from 25.01.2024 to 26.01.2024, the 
measurements detected very good air quality. This may 
be related to meteorological conditions: the day before 

Table 3. Meteorological parameters for the period of 12:00-15:00, 22.01.2022

Table 4. Results of PM
2.5

 concentration measurements during the period 11:00 – 15:00, 22.01.2022

Time T, oC P0, mmHg P, mmHg Pa, mmHg DD Ff, m/s U, % N, % Nh, %

12:00 -18.2 751.3 764.9 0.1 - - 94 100 60

15:00 -18.6 751.4 765.1 0.1 East – South-East 1 93 100 40

№ of point AQI value PM2.5, µg/m3 № of point AQI value PM2.5, µg/m3

1 69.47 ±7.77 19.01  ±1.40 10 136.03  ±12.76 49.73  ±2.30

2 36.69  ±8.31 6.61  ±1.50 11 132.17  ±8.29 48.16  ±1.49

3 73.03  ±10.39 20.92  ±1.87 12 103.06  ±12.65 36.33  ±2.28

4 164.81  ±2.81 75.19  ±0.51 13 75.33  ±11.95 22.16  ±2.15

5 374.86  ±63.86 300.94  ±16.00 14 38.06  ±10.92 6.85  ±1.97

6 150.19  ±11.95 54.35  ±2.15 15 90.03  ±9.06 30.05  ±1.63

7 335.19  ±20.08 260.91  ±3.61 16 165.00  ±8.47 75.47  ±1.52

8 69.36  ±6.25 18.96  ±1.12 17 126.06  ±8.62 45.68  ±1.55

9 73.00  ±8.73 20.91  ±1.57 18 72.06  ±6.40 20.40  ±1.15
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Fig. 3. Spatial distribution of AQI values in Apatity according to measurement data, 11:00-15:00, 22.01.2022. The points 
denote measurement sites, the numbers of key points are denoted in white color, the red diamond indicates the position 

of ANOF-2, the red square indicates the part of the ANOF-2 “tailings dump”, the black arrow shows the mean wind 
direction

measurements had a moderate westerly to northwesterly 
wind (5-6 m/s). There was no pronounced diurnal 
temperature variation, and during the measurements, 
precipitation in the form of snow was observed. Thus, 
the conditions were favorable for good mixing. During 
the nighttime measurements, there were practically no 
pollution sources. Precipitation also contributed to air 
purification. 
 In the afternoon of 26.01.2024 measurements were 
carried out approximately from 14:00 to 17:30 in conditions 
of weak (about 1 m/s) westerly wind and showers of slight 
snow. A very slight elevated inversion of about 2°C was 
observed at an altitude of 800 hPa. The corresponding 
meteorological parameters are presented in Table 7, and 
the results of measurements are presented in Table 8 and 
in Fig. 5.
 The low-level clouds and clouds of vertical development 
were presented by Cb with St, Frnb (or without them). The 

middle-level clouds were presented by Ac or Ac with As 
or Ns in the first half of the day. Near 18:00, there were no 
mid-level clouds. 
 The measurement results in the afternoon of 26.01.2024 
again demonstrated the difference between the air 
quality in different parts of Apatity. At point 7, the PM2.5 
concentration was actually 0, and at point 3 (Tik-Guba), the 
mean concentration was less than the measurement error 
level. The southwestern part of the city is more polluted 
than its northeastern part. The concentration of PM2.5 did 
not reach health hazardous levels. At points 15 and 16 in 
the southwest and south of the city, the maximum values 
of PM2.5 were obtained, which are 2.8 and 3.8 times lower 
than the instant (20min) MAC, respectively. 
 The last series of measurements was carried out on the 
afternoon of 31.01.2024 in the period from 12:00 to 15:00 
in light wind conditions (calm around 12:00, turning into a 
light north wind up to 1m/s closer to 15:00) and an elevated 

Time T, oC P0, mmHg P, mmHg Pa, mmHg DD Ff, m/s U, % N, % Nh, %

00:00 -2.4 746.6 759.3 1.1 North-West 5 79 90 60

03:00 -3.0 747.2 760.0 0.6 North-West 5 81 70-80 50

Table 5. Meteorological parameters for the period of 00:00-03:00, 26.01.2022

Table 6. Results of measurements during the period 23:30-03:00, the night from 25.01.2024 to 26.01.2024

№ of point AQI value PM2.5, µg/m3 № of point AQI value PM2.5, µg/m3

1 2.86  ±3.02 0.51  ±0.54 11 1.71  ±2.14 0.31  ±0.38

2 2.29  ±3.15 0.41  ±0.57 12 0.57  ±1.51 0.10  ±0.27

3 1.71  ±2.14 0.31  ±0.38 13 0.57  ±1.51 0.10  ±0.27

4 3.57  ±7.83 0.64  ±1.41 14 1.71  ±2.14 0.31  ±0.38

5 0.57  ±1.51 0.10  ±0.27 15 2.29  ±3.15 0.41  ±0.57

6 1.14  ±1.95 0.21  ±0.35 16 0.57  ±1.51 0.10  ±0.27

7 0.00  ±0.00 0.00  ±0.00 17 0.00  ±0.00 0.00  ±0.00

8 0.00  ±0.00 0.00  ±0.00 18 2.86  ±1.95 0.51  ±0.35

9 0.57  ±1.51 0.10  ±0.27 19 0.00  ±0.00 0.00  ±0.00

10 2.86  ±3.02 0.51  ±0.54 20 1.71  ±2.14 0.31  ±0.38
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inversion of about 6°C from the level of 875 hPa to 800hPa. 
Precipitation was not observed during the measurement 
period. The meteorological parameters are presented in 
Table 9, and the results of measurements are presented in 
Table 10 and in Fig. 6.
 The low-level clouds were presented by Sc, and the 
middle-level clouds were presented by Ac or Ac with As or 
Ns. Near 12:00 high-level clouds (Ci fib, sometimes Ci unc.) 
were also observed.
 The measurements on 31.01.2024 showed no clear 
division into southwest and northeast parts of the city 
based on the air quality. No health hazardous PM2.5 
concentration values were observed. AQI values exceeded 
70 at points 4, 15, and 18 within the urban area, as well as 
at point 3 at Tik-Guba on the lakeshore.

DISCUSSION

 The study demonstrated the pronounced difference 
in air quality under varying winter conditions. In the 
“classic” cold winter of the Kola Peninsula with strong 
temperature inversions, PM2.5 concentrations, which are 
unfavorable (and sometimes dangerous for human health) 
may be found in the city. In the afternoon of 22.01.2022, 
concentrations in its southwestern part were recorded 
to exceed the 20-min MAC of PM2.5 by approximately 
1.9 times. The maxima generally were located near the 
automobile road (Sovetskaya street) with an extensive 
territory occupied by garages and by low-rise residential 
buildings to the south. High concentrations of PM2.5 were 
largely related to fuel combustion in the aforementioned 
buildings for heating purposes. The measurements were 

Time T, oC P0, mmHg P, mmHg Pa, mmHg DD Ff, m/s U,% N, % Nh, %

12:00 -5.0 748.1 760.9 -0.3 West 1 93 90 40

15:00 -4.7 747.5 760.3 -0.6 West 1 93 100 70-80

18:00 -5.2 746.9 759.7 -0.6 - - 95 100 100

Table 7. Meteorological parameters for the period of 12:00-18:00, 26.01.2022

Table 8. Results of measurements in the daytime during the period 14:00-17:30 on 26.01.2024

№ of point AQI value PM2.5, µg/m3 № of point AQI value PM2.5, µg/m3

1 54.43  ±8.41 10.94  ±1.51 11 22.86  ±3.61 4.11  ±0.65

2 16.71  ±1.90 3.01 ± 0.34 12 16.21  ±6.14 2.92  ±1.11

3 1.71  ±2.58 0.31  ±0.47 13 52.86  ±10.29 10.10  ±1.85

4 22.50  ±6.24 4.05  ±1.12 14 17.57  ±4.93 3.16  ±0.89

5 71.93  ±12.50 20.33  ±2.25 15 152.14  ±3.37 57.13  ±0.61

6 32.36  ±6.06 5.82  ±1.09 16 115.86  ±7.39 41.53  ±1.33

7 0.00  ±0.00 0.00  ±0.00 17 9.00  ±3.04 1.62  ±0.55

8 33.86  ±7.41 6.09  ±1.33 18 20.07  ±5.90 3.61  ±1.06

9 27.79  ±3.64 5.00  ±0.66 19 84.50  ±8.83 27.08  ±1.59

10 22.93  ±3.87 4.13  ±0.70 20 27.43  ±6.70 4.94  ±1.21

Fig. 4. Spatial distribution of AQI values in Apatity according to measurement data, 23:30-03:00, the night from 
25.01.2024 to 26.01.2024. The points denote measurement sites, the numbers of key points are denoted in white color, 
the red diamond indicates the position of ANOF-2, the red square indicates the part of the ANOF-2 “tailings dump”, the 

black arrow shows the mean wind direction
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Table 10. Measurement results during the period 12:00-15:00, 31.01.2024

№ of point AQI value PM2.5, µg/m3 № of point AQI value PM2.5, µg/m3

1 7.58  ±2.34 1.37  ±0.42 11 46.46  ±7.69 8.36  ±1.38

2 50.17  ±3.95 8.65  ±0.71 12 8.17  ±2.66 1.47  ±0.48

3 82.50  ±40.05 26.01 ±7.21 13 16.67  ±3.05 3.00  ±0.55

4 85.46  ±54.62 27.59  ±11.04 14 26.25  ±7.26 4.73  ±1.31

5 21.00  ±9.79 3.78  ±1.76 15 80.50  ±17.16 24.93  ±3.09

6 19.46  ±5.84 3.50  ±1.05 16 14.54  ±3.55 2.62  ±0.64

7 5.33  ±1.93 0.96  ±0.35 17 19.29  ±6.84 3.47  ±1.23

8 15.42  ±4.52 2.78  ±0.81 18 71.50  ±6.67 20.10  ±1.20

9 27.54  ±9.78 4.96  ±1.76 19 54.63  ±1.64 11.05  ±0.29

10 23.42  ±3.39 4.22  ±0.61 20 48.46  ±5.87 8.72  ±1.06

Fig. 5. Spatial distribution of AQI values in Apatity according to measurement data, 14:00-17:30, 26.01.2024. The points 
denote measurement sites, the numbers of key points are denoted in white color, the red diamond indicates the position 

of ANOF-2, the red square indicates the part of the ANOF-2 “tailings dump”, the black arrow shows the mean wind 
direction

Time T, oC P0, mmHg P, mmHg Pa, mmHg DD Ff, м/c U, % N, % Nh, %

12:00 -3.5 735.7 748.2 -0.7 - - 69 90 60

15:00 -2.3 735.0 747.4 -0.7 North 1 81 100 70-80

Table 9. Meteorological parameters for the period of 12:00-15:00, 31.01.2022

carried out in calm conditions or very weak wind of the 
East–South-East direction. There was also a calm in the 
previous hours (from 06:00 to 12:00) or a wind of the east or 
southeast direction up to 1 m/s (at night). Therefore, since 
ANOF-2 and its tailings dump are located to the north 
and northwest of the city, respectively, the observed high 
concentrations of PM2.5 in the southern and southwestern 
parts of the city cannot be associated with advection from 
the enterprise. Thus, when winter inversions are observed, 
stove heating can contribute to the accumulation of 
hazardous concentrations of PM2.5.
 Routine air quality measurements in the afternoon 
of 26.01.2024 from 14:00-17:30 also showed the negative 
difference in the air quality between the southwestern part 
of the city and its northeastern part. A western wind of less 
than 1 m/s was observed during this period, which ceased 
in the evening, and windless weather was established. 
Air temperatures ranged from -5 to -6°C. The PM2.5 

concentration values significantly increased compared 
to the night measurements conducted from 25.01.2024 
to 26.01.2024, specifically from 23:30 to 3:00. PM2.5 
concentrations did not reach health-hazardous levels, but 
the maximum concentration values at the points 15 and 16 
reached 0.4 and 0.3 of instant (20 min) MAC, respectively. 
Point 13 (the Pushkin City Park) was characterized by high 
values of PM2.5 particle concentration in two cases out of 
three route measurements. This finding may be explained 
by the accumulation of pollution from nearby sources due 
to weaker ventilation under the plant canopy. 
 High values of PM2.5 concentration at the southern 
and southwestern borders of the city correlate with 
wind direction and the assumption about the presence 
of pollution sources (automobile road, garages, stove 
heating) at the southern and southwestern outskirts of 
Apatity and in the nearest suburb. At the same time, in 
these meteorological conditions, urban development 



172

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

turns out to be a good barrier for pollution spreading, as 
there is an accumulation of PM2.5 particles on the southern 
and southwestern border of the city, and it is enveloped by 
polluted air.
 Final measurements of the air quality in Apatity were 
made in the afternoon of 31.01.2024 when weather 
conditions stabilized. The measurement period was 
characterized by light wind weather (the day before, 
30.01.2024 there was a wind of western, northwestern 
direction with the speed of 2-4 m/s) and air temperatures 
between -2 and -3°C. An elevated temperature inversion of 
about 6°C was observed from the level of 875 hPa to 800 
hPa. Maximum concentration values of PM2.5 were observed 
at points 3, 4, 15 (>24.9 µg/m3) and 18 (>20 µg/m3). On the 
night of 31.01.2024, the wind was western or southwestern 
up to 3 m/s, which changed direction to eastern by 6:00. 
By 9:00, a calm was established, which lasted until 12:00. 
Closer to 15:00, a weak (up to 1m/s) northern wind was 
observed; therefore, closer to 15:00, an increase in the 
concentration of PM2.5 in the northern part of the city may 
be explained by advection from ANOF-2. However, the 
high concentrations of PM2.5 on the southern borders of 
the city and especially at point 3, located in the Tick-Guba 
village, are most likely related to the influence of stove 
heating because an accumulation of pollution happens in 
the conditions of windless weather and weak mixing. 
 At the time of measurements at point 15, snow plowing 
equipment was operating nearby. Therefore, a series of 
measurements was carried out directly at point 15 and at 
a distance of about 100 m from it in the visibility zone of 
snowplowing equipment. The mean PM2.5 concentration 

values were almost identical (about 25 µg/m3). However, the 
values in the nearest point 6 (two front yards separated from 
point 15 by residential buildings) were significantly lower 
(about 3.5 µg/m3). It suggests that, under the conditions of 
weak mixing, urban development (mainly 5-storey buildings) 
in Apatity contributes to the accumulation of pollution 
near medium-height residential houses in the presence of 
sources. However, the same apartment buildings prevent a 
significant spatial spread of pollution.

CONCLUSIONS 

 During the winter expeditions of 2022 and 2024, we 
observed wide range variability of synoptic situations and 
study the microclimate of Apatity under conditions of a 
“classic” cold winter, with the temperature inversions that 
prevent air mixing present, as well as “warm” conditions for 
Russian Arctic. The conducted measurements allow us to 
better understand the effect of climatic changes on the 
region and its microclimatic features. Measurement results 
have demonstrated that, under the conditions of temperature 
inversion in the city, dangerous levels of PM2.5 particle pollutant 
concentrations (up to 300 µg/m3, that is approximately 1.9 
times higher than 20 min MAC = 160 µg/m3) are observed. A 
number of observations indicate that such pollution is largely 
caused by motor vehicles and fuel combustion for heating 
purposes in low-rise residential areas. In addition, the study 
has established that warm winters, characterized by higher 
wind speeds due to cyclonic activity and heavy precipitation, 
significantly improve air quality in the city of Apatity.

Fig. 6. Spatial distribution of AQI values in Apatity according to measurement data, 12:00-15:00, 31.01.2024. The points 
denote measurement sites, the numbers of key points are denoted in white color, the red diamond indicates the position 

of ANOF-2, the red square indicates the part of the ANOF-2 “tailings dump”, the black arrow shows the mean wind 
direction
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ABSTRACT. The paper consists of a review of the public health consequences of the COVID-19 pandemic. The study focuses 
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Diseases of the Circulatory System (DCS), Malignant Neoplasms (MN) and External Causes of Morbidity and Mortality (EC) in 
the Russian Federation. Time series of standardized incidence for each category were examined for the period 2007–2019 (pre-
COVID-19), and 2020–2023 (COVID-19 and post-COVID-19). The post-COVID trends were compared to those hypothetically 
expected with no COVID impact. For the majority of the RF regions, upward trends of DCS and MN incidence were detected 
both in pre-COVID and post-COVID years. In the first year of the pandemic, a decline in morbidity was observed for all 
categories. The EC incidence trend was decreasing in pre-COVID years, but it increased in the post-COVID period. The median 
incidence rates of MN in the post-COVID period were lower than expected in most of the country, while those of DCS 
demonstrated heterogeneous distribution with no clear spatial patterns. A decline in the incidence of all nosoforms in 2020 
may not have been related to the actual decrease of morbidity, but rather to the significant reduction of healthcare and 
diagnostics accessibility, which led to a reduction in the detection of diseases new cases.
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INTRODUCTION

 Coronavirus infection COVID-19 is a dangerous 
infectious disease caused by the RNA-containing virus 
SARS-CoV-2, which often has a multisystemic nature of 
infection and has a multifaceted impact on public health 
(Lu et al. 2020; Peng 2020; Richardson et al. 2020). Due to 
the very high contagiousness of the virus, the disease has 
spread rapidly throughout the world, affecting millions 
of people in different countries. Currently, more than 777 
million people are infected, of whom more than 7 million 
people have died (as of December 8, 2024)1. Although 
WHO declared the end of the COVID-19 pandemic in May 
2023, coordination of the global response to the pandemic 
continues2. Apart from the profound environmental, 

economic, and socio-cultural changes in the world (Bedford 
et al. 2020; Khalifa et al. 2021), such as lockdown measures 
and a sharp reduction in industrial production have 
resulted in a decrease in anthropogenic emissions into the 
atmosphere, resulting in a decrease in the concentration of 
air pollutants and greenhouse gas levels in many regions, 
especially in large urban agglomerations (Ginzburg et al. 
2020; Baklanov et al. 2021). The COVID-19 pandemic has 
had many consequences for global health in addition to 
those caused by the disease itself. 
 Prolonged exposure to the virus can lead to post-COVID 
syndrome, which manifests itself in various chronic symptoms. 
This has been diagnosed and confirmed in most countries with 
very diverse symptoms, covering neurological complications, 
cardiovascular symptoms, chronic health outcomes, etc. 

1 WHO. (2020, February 28). Director-General’s opening remarks at the media briefing on COVID-19. Retrieved from https://
www.who.int/director-general/speeches/detail/who-director-general-s-opening-remarks-at-the-media-briefing-on-
covid-19-28-february-2020.
2WHO. (n.d.). Coronavirus (COVID-19) Dashboard. Retrieved from https://data.who.int/dashboards/covid19/deaths
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(Ong et al. 2023; Filev et al. 2024). The situation is especially 
complicated in the case of the development of combined 
pathology in patients under observation for chronic non-
communicable diseases. 
 The high contagiousness of COVID-19 and the variability 
of clinical manifestations have led to an increase in the number 
of hospitalizations, which required significant resources from 
healthcare institutions. There has been a decrease in the 
number of hospital visits during the pandemic, which has 
led to an increase in mortality from other causes. In addition, 
the pandemic has caused significant changes in the lifestyle 
of the population due to the transition to remote working, 
the introduction of restrictions on movement and social 
interaction, and the deterioration of the financial situation, and 
all these factors have adversely affected the mental health of 
the population.
 The purpose of this article is to analyze the consequences 
of the COVID-19 pandemic on public health and its impact 
on the dynamics of morbidity among the leading classes of 
diseases in the Russian Federation in the COVID and post-
COVID periods.
 To achieve this goal, the following objectives were 
formulated:
 1) review of the literature on the main consequences of 
the COVID-19 pandemic for public health;
 2) collecting epidemiological information and creating 
a database on the incidence of the population with leading 
categories of diseases in the Russian Federation;
 3) modeling morbidity trends;
 4) creating a series of medico-geographical maps 
to identify geographic differentiation in the dynamics of 
morbidity in the pre-COVID, COVID, and post-COVID periods.

MATERIALS AND METHODS

Materials

 The review of the literature on the main consequences 
of the COVID-19 pandemic for public health, as well as the 
healthcare sector, was prepared on the basis of a significant 

number of publications according to the eLibrary, Google 
Scholar, PubMed, Scopus, and Web of Science databases.
 Three categories of diseases according to the international 
classification ICD-10 were considered for analysis in the 
Russian Federation: II Neoplasms, IX Diseases of the circulatory 
system, and XX External causes of morbidity and mortality. 
These categories are the leading causes of death for the 
period between 2007 and 2023, accounting for more than 
70% of all causes of mortality in the population (Fig. 1). Data 
on relative morbidity (per 100 thousand people) annually for 
the period 2007-2023 were obtained from official information 
of the Federal Service for State Statistics (Rosstat)3.

Methods

 To assess changes in the dynamics of incidence in the 
population before and after the emergence of COVID-19, the 
median incidence values were considered for two periods: 
2007–2019 (pre-COVID-19) and 2020–2023 (COVID-19 
and post-COVID). For each of the periods, incidence trends 
were also determined by fitting a linear regression model 
using the Least Squares Method. The reliability of the trend 
was assessed using the determination coefficient R2 (the 
proportion of variation explained by regression). A trend was 
considered reliable if R2≥0.5.
 Additionally, the change in incidence in the first year of 
the pandemic (2020) was assessed compared to the previous 
year. Furthermore, expected incidence values for the period 
from 2020 to 2023 were modeled in the absence of COVID-19 
and compared with the observed values for this period. The 
simulation was carried out using a linear trend for the period 
from 2007 to 2019. A difference between the expected and 
observed incidence values was mapped. A spatial pattern 
of their distribution was assessed by Moran’s I global spatial 
autocorrelation test (Getis and Ord 1992). Statistically 
significant test results (p-value ≤ 0.05) indicate the presence 
of spatial autocorrelation (i.e., high values tend to group 
together forming clusters), while statistically insignificant 
p-value >0.05 suggests nearly random spatial distribution. 

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

Fig. 1. Mortality structure of the population in the Russian Federation. 2023
3Federal State Statistics Service. URL: https://eng.rosstat.gov.ru/. Accessed 09.12.24



177

Malkhazova S. M., Korennoy F. I., Vatlina T. V. et al. THE COVID-19 PANDEMIC AND ITS CONSEQUENCES FOR ...

Study area

 The Russian Federation is a country located in both 
Europe and Asia, ranking first in the world in terms of 
area (more than 17 million km2). The country’s population 
is more than 146 million people with an average density 
of 8.53 people per km2. Administratively, the country 
is divided into 89 first-level units (subjects or regions), 
represented by oblasts, republics, autonomous okrugs, 
and three cities of federal significance. The research was 
conducted on the regional level of 85 subjects, for whom 
incidence data are available for the entire analyzed period.

COVID-19 in Russia

 The first cases of COVID-19 were registered in Russia 
in the first ten days of March 2020. By April 16, COVID-19 
had been recorded in all regions of the country, and by the 
end of the month, the number of cases in Russia exceeded 
100,000. A sharp rise occurred in late April - early May when 
the number of infections increased from 6,000 to 11,000 
reaching a maximum on May 11, 2020 (11,656 cases). Then, 
in the summer months of 2020, the incidence rate began 
to decline (Malkhazova et al. 2021).
 After the number of cases decreased to less than 
5,000 per day by the end of August 2020, a new increase 
in cases (“second wave”) emerged in the fall and was 
considered most intense in the second half of September 
2020. In November, more than 20,000 infected people 
were detected each day. The second wave of the disease 
peaked in late December 2020 when the number of daily 
COVID-19 cases was almost 30,000, more than 2.5 times 
higher than the corresponding figure during the first wave. 
According to Rosstat, 144,691 people with coronavirus 
infection died in Russia in 2020, which accounted for 6.8% 
of the total number of deaths in 2020. Despite significantly 
higher incidence and mortality rates, the country did not 
introduce a general lockdown. Essentially, only the universal 
mask regime and a ban on mass events were maintained 
on the federal level. The decision to apply additional 
restrictive measures was made by regional authorities. In 
December 2020, vaccination against COVID-19 began in 
Russia amid an increase in the number of infections. From 
January to June 2021, the number of infections decreased. 
For example, 27,039 cases of COVID-19 were confirmed on 
January 1, while the number was only 9,500 on June 1.
 A new surge in COVID-19 cases (the “third wave”) was 
recorded in Russia in the last ten days of June 2021. The 
number of new cases exceeded 20,000 on June 24. Thus, the 
growth in registered cases of infection since the beginning 
of the month was 100%. During August, as well as the first 
and second ten days of September, the daily number of 
infected people was between 17,813 and 19,905.
 Another surge in cases called the “fourth wave” was 
recorded on September 23, 2021. A new maximum since 
the beginning of the pandemic was recorded on November 
6, 2021, when the daily number of cases reached 41,335.
 Thus, despite the measures taken, Russia turned out to 
be one of the most affected countries.
 In the following years, the COVID-19 situation gradually 
stabilized. The coronavirus has ceased to be a source of 
anxiety and a serious burden on the healthcare system as it 
was in the first year of the pandemic, but its strains are still 
circulating and continuing to mutate.

RESULTS

Consequences of the COVID-19 pandemic. Literature 
review

 Many researchers, analyzing the impact of the SARS-
CoV-2 virus on the human body, distinguish between 
“acute health effects” and long-term health effects (so-
called “long COVID”) (Yong and Liu 2021; O’Mahoney et al. 
2022; Lee et al. 2023).
 The main manifestation of COVID-19 is a respiratory 
disease, ranging from mild symptoms to severe pneumonia 
and acute respiratory distress syndrome. In addition to the 
respiratory system, the virus can affect multiple organs, 
leading to complications such as cardiovascular problems, 
neurological symptoms, loss of taste and smell, and 
headaches (McBane 2021; Poyiadji et al. 2021).
 A significant proportion of people experience 
persistent symptoms after the acute phase, called post-
COVID syndrome. These symptoms can include fatigue, 
cognitive impairment (Rodríguez-Rey et al. 2020; Ueda 
et al. 2021) and negative psychological effects such as 
depression and anxiety (Nguyen et al. 2020; Zhang and Ma 
2020). Even mild cases of the disease can lead to long-term 
cognitive problems, especially in older adults (Bianchetti et 
al. 2020; Mendes et al. 2021; Poloni et al. 2021). 
 Acute symptoms and long-term complications are 
most common in adult patients, with an average age of 34 
to 59 years (Bai et al. 2020; Wang et al. 2020). The highest 
proportion of severe cases occurs in patients over 60 
years old and in people with certain comorbidities, such 
as cardiovascular disease, cerebrovascular disease, and 
diabetes (Chen et al. 2020; Fei et al. 2020; Petrilli et al. 2020).
 Preconditions such as cardiovascular disease and 
chronic lung disease, smoking and alcohol consumption 
are risk factors for long COVID symptoms.
 In addition, a cohort study based on 541 pregnant 
women found that pregnant women who were infected 
by COVID-19 during pregnancy had a higher level of 
coagulation disorder, indicating that pregnant women 
were more likely to have postpartum hemorrhage than 
those without infection (Zhang and Zhang 2024). Women 
have a higher incidence of joint or muscle pain. Chest pain 
and tightness are more common at older ages (45 years 
old). 

The impact of COVID-19 on mortality

 Several publications characterizing the situation in 
Russia during the pandemic are devoted to the high 
level of excess mortality. This indicator is considered a 
representation of the impact of the pandemic, including 
direct (deaths from COVID-19) and indirect (impact on the 
healthcare system and socio-economic factors) effects. 
The presence of excess mortality in all regions of the 
Russian Federation is confirmed by all authors who have 
studied this topic (Danilova 2020; Kotov et al. 2022; Kvasha 
2022, etc.), the differences are only in the quantitative 
parameters of these estimates. According to some authors, 
excess mortality in 2020 amounted to 288,000 people, 
and COVID-19 caused approximately 60% of those deaths 
(Goroshko et al. 2022). However, another study says that 
official data on mortality from COVID-19 in Russia are 
underestimated by more than two times (Livshits and 
Neklyudova 2020; Druzhinin and Molchanova 2021).
 According to the Federal State Statistics Service, the 
natural population decline exceeded one million people in 
2021 (Federal Service..., 2024).
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 COVID-19 has caused excess mortality in Russia. An 
assessment of excess mortality in the regions of Russia from 
April 2020 to February 2021 compared to the five-year average 
based on regression analysis showed (Kotov et al. 2022) that 
the most significant factors increasing excess mortality are the 
share of the elderly population and the employment structure 
represented by the share of workers in the manufacturing 
industry (economic activity C, European Skills, Competences 
and Occupations classification).
 An assessment of excess mortality rates for the Russian 
Federation and its regions, as well as equivalent rates for 36 
countries, showed that Russia had the highest excess mortality 
rate among all the countries considered. Most excess mortality 
cases were registered in the fourth quarter of 2020, and the 
level and trajectory of excess mortality in Russia and most 
Eastern European countries differed from those in Western 
countries. While the cumulative number of COVID-19 cases 
and deaths was positively correlated with excess mortality 
across countries, in Russia an inverse negative relationship 
was observed between excess mortality and cumulative 
incidence at the regional level, which may be due to common 
underreporting of COVID-19 cases (Timonin et al. 2021).
 Rosstat published monthly statistics on deaths from 
coronavirus infection, distinguishing four groups of deaths 
of patients diagnosed with COVID-19: 1) cases in which 
coronavirus was the main cause of death; 2) cases requiring 
additional research, when it is assumed that death occurred due 
to coronavirus; 3) cases in which coronavirus as a concomitant 
disease affected the underlying disease that caused death; 4) 
cases in which coronavirus did not cause complications of the 
diseases that caused death.
 As a result of a comparative analysis of COVID-19-related 
mortality data, significant territorial heterogeneity was 
revealed across regions of the Russian Federation (Goldstein 
2020).

The impact of COVID-19 on chronic non-communicable 
diseases

 Special attention was paid by the experts to the analysis 
of the influence of COVID-19 on the occurrence of new cases 
of chronic non-communicable diseases and the aggravation 
of their course (Shelgunov et al. 2023). The literature review 
conducted by the authors is based on the results of 64 papers 
published between April 1, 2020 and January 31, 2023, exploring 
the impact of COVID-19 on various organs and systems as well 
as the aggravation of chronic non-communicable diseases.
 The analysis indicated that the infection not only 
affected various organs and systems and increased the risk of 
complications in the course of chronic non-communicable 
diseases but also contributed to the emergence of new cases.
 It is understood that COVID-19 is the primary cause of 
new cases of chronic non-communicable diseases in healthy 
people and also contributes to the development of combined 
pathology in patients undergoing dispensary observation for 
another reason.
 At the same time, patients with comorbidities are at higher 
risk of severe COVID-19 with an unfavorable outcome. Given 
the scale of the spread of COVID-19 and its consequences, 
it is important for healthcare workers to have a clearer 
understanding of the possible consequences for patients, 
including in terms of the development and exacerbation of 
chronic non-communicable diseases that this infection can 
cause. According to the authors of the review (Shelgunov et al. 
2023), it is important not only to understand the extent of the 
impact of COVID-19 on the development of chronic pathology 
in patients but also to keep in mind the ever-increasing volume 
of medical care for such patients.

Impact on diseases of the circulatory system

 The COVID-19 virus has an adverse effect on the 
cardiovascular system (Xu et al. 2021; Burn et al. 2022). 
Manifestations can be varied: myocardial damage, myocarditis, 
acute heart failure, acute myocardial infarction, cardiac 
arrhythmia, cardiac arrest, venous thromboembolism, and 
others (Desai et al. 2020; Driggin et al. 2020; Libby and 
Luscher 2020; Varga et al. 2020; Gushhina and Lozhkina 2021; 
McBane 2021; Sugraliev 2021; Romanov 2022; Vorobyeva and 
Romanova 2022; Huseynov et al. 2023; Pogosova et al. 2023; 
Yusov and Alpidovskaya 2023). 
 It has been established that patients with COVID-19 
have a high prevalence of cardiovascular manifestations due 
to a systemic inflammatory response and immune system 
disorders as the disease progresses (Docherty et al. 2020; 
Kemerley 2024).
 According to the conducted studies, the most common 
complication from the cardiovascular system is the progression 
of forms of ischemic disease (41.9%). COVID-19 can also cause 
both primary cardiac pathology and aggravate existing 
cardiovascular diseases (Hessami 2021; Kravtsiva et al. 2021; Xie 
et al. 2022).
 Although some studies have suggested a link between 
cardiovascular diseases and severe COVID-19, the efforts to 
accurately assess the prevalence of cardiovascular diseases 
in patients with COVID-19 are complicated by the lack of 
widespread testing, national surveillance, or standardized data 
collection in the Russian Federation.
 There are concerns that people with cardiovascular 
diseases do not seek timely treatment during the pandemic 
and die at home. The shortage of essential medications is also 
important.
 For circulatory system-related studies, a study covering 
117 athletes (volleyball, handball, freestyle wrestling, judo, 
classical wrestling, synchronized swimming, swimming, and 
diving) who have fully recovered from covid and are back to 
normal training found that there is a slight increase (52.99% to 
53.85%) in resting heart rate, minimum heart rate during sleep, 
and average heart rate during sleep, but no electrocardiogram 
(EKG) abnormality is observed among the participants. A study 
with 59 adult patients (14~60 years old) with post-COVID 
infection (observation group) and 60 people as a control 
group found that, when excluding the acute COVID infection 
(acute and long last impact and 28 days after covid infection), 
patients after COVID infection often experience a decrease in 
left ventricular diastolic function and global longitudinal strain, 
and the above indicators show a gradual improvement trend 
with recovery time. Apart from these, one study reported a 
diagnosed case of myocarditis associated with suspected 
covid infection (Liu et al. 2024). 

The impact of COVID-19 on oncologic incidence

 Cancer patients are at increased risk of severe COVID-19 
outcomes due to immune suppression (Moujaess et al. 2020). 
The pandemic has also disrupted cancer care, leading to delays 
in diagnosis and treatment and more advanced disease (Harris 
2020; Brest et al. 2021). The overall impact of COVID-19 on 
cancer patients has been detrimental, with increased mortality 
and challenges in providing cancer care during the pandemic.
 Cancer patients are at higher risk of contracting infectious 
diseases or developing serious complications caused by the 
virus due to the immunodeficiency caused by the underlying 
disease. Many anticancer drugs are known to have an 
immunosuppressive effect. Surgery is another risk factor for 
developing infections. Cancer patients are a special group 
since their treatment cannot be stopped.

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025
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 The need to find a balance between the risk of cancer 
patients and healthcare workers becoming infected with 
coronavirus and the need to continue treatment changes the 
work of oncology institutions. The high incidence of COVID-19 
among healthcare workers significantly reduces the number 
of personnel to provide specialized care. The global healthcare 
system is faced with an atypical situation that requires, on the 
one hand, an urgent revision of the standards of treatment 
for cancer patients and, on the other hand, maintaining the 
quality of care provided. The available experience is extremely 
limited, heterogeneous, and, in most cases, based on isolated 
observations. Therefore, it is important to organize the 
provision of care to patients during a pandemic as well as 
to search for an answer to the question of how coronavirus 
infection affects the prognosis and methods of treatment of 
malignant neoplasms.
 The leading oncology institute in the Russian Federation, 
the Hertsen Moscow Oncology Research Institute, conducted 
a detailed, systematic review of world literature data, including 
all aspects that reflect the impact of the COVID-19 pandemic on 
oncological practice (Kaprin et al. 2020). The review reflects the 
experience of Russian and foreign researchers, presents data 
on the impact of COVID-19 on cancer patients, the mortality 
of cancer patients infected with COVID-19, the possibilities of 
treating COVID-19, etc. It is noted that, despite the pandemic, 
treatment of cancer patients must be continued since the 
presence of a tumor process does not allow a delay in therapy. 
The global oncology community continues to actively develop 
recommendations for the optimal management of cancer 
patients during the pandemic. High-risk groups for infection 
with the new coronavirus have been identified, including 
patients with cancer.

The impact of COVID-19 on the central nervous system and 
mental status

 COVID-19 is associated with both acute and chronic 
neurological and psychological symptoms (Ferrando et al. 
2021; Rogers et al. 2021). Neurological manifestations may 
result from direct viral infection, immune responses, or vascular 
injury (Alnefeesi et al. 2020; Manchia et al. 2022).
 Reported nervous system manifestations range from 
relatively simple symptoms to cerebral hemorrhage and 
infarction. Postmortem studies of human brains indicate 
that human coronavirus variants and SARS-CoV-2 can 
infect neurons and neuroglia. Furthermore, studies have 
demonstrated increased serum cytokine levels following 
SARS-CoV-2 infection, consistent with the notion that 
cytokine overproduction and toxicity may be an important 
potential mechanism of neurological injury parallel to the 
known lung injury pathway. Evidence that SARS-CoV-2 may 
be a vasculotropic and neurotropic virus is discussed. Early 
reports suggest that COVID-19 may be associated with 
severe neurological complications, and there are several 
plausible mechanisms to explain these observations. Detailed 
information on the potential neurological injury and further 
exploration of relevant pathophysiological interventions are 
needed to understand and ultimately mitigate SARS-CoV-2-
associated neurological injury.
 Psychological consequences include increased rates of 
depression, anxiety, and posttraumatic stress disorder among 
patients and the general population (Rodríguez-Rey et al. 
2020; Sher 2020; Brown and Schuman 2021; Ueda et al. 2021).
 In terms of psychological health, a study based on 161 
adults in Hebei province find that, 32.3% have a psychological 
condition (based on GHQ-12 questionnaire) and 53.4% have 
poor sleep quality (based on PSQI questionnaire). Among these, 
female, low education, and being single have a higher risk for 

psychological conditions, and higher education is a proactive 
factor for sleeping quality, while worrying about long COVID 
symptoms is a risk factor for poor sleeping quality (Cai et al. 
2022). For very early cognitive impairment, a study covering 311 
people who suffered covid during the Wuhan outbreak found 
that 170 (54.7%) people had very early cognitive impairment 
and 230 (23.9%) had residual symptoms after discharge from 
the hospital. Among these, females, elderly, and people with 
generalized anxiety disorder have a higher risk of very early 
cognitive impairment after being infected with COVID. People 
with very early cognitive impairment after covid have much 
higher chances for other long COVID symptoms, including 
insomnia, fatigue, chest tightness, shortness of breath, and loss 
of appetite (Hua et al. 2023).
 A recent study covering 68,200 Chinese populations 
found that fatigue (30.53%), memory decline (27.93%), 
decreased exercise ability (18.29%), and brain fog (16.87%) are 
the main long COVID symptoms for the Chinese population. 
These symptoms were less prevalent among those infected 
only once: fatigue (24.85%), memory decline (18.11%), and 
decreased exercise ability (12.52%), etc. (Qin et al. 2024).
 As COVID-19 continues to be reported, recent literature on 
the effects of this new virus on the central nervous system may 
help guide clinical practice and identify potentially important 
research directions. In addition, understanding the potential 
mechanisms of neurological injury may focus efforts on more 
accurate detection and prevention of these complications 
(Belopasov et al. 2020; Simonenko et al. 2021; Ekusheva et al. 
2022; Parfenov and Kulesh 2022).

The impact of COVID-19 on infectious diseases

 Several countries have seen a notable decline in the 
spread of sexually transmitted infections, including HIV/
AIDS, attributed to COVID-19 quarantines, social distancing 
measures, and advice against casual sex. Similarly, in some 
places, transmission rates of influenza and other respiratory 
viruses have dropped significantly during the pandemic. 
In addition, the influenza B/Yamagata lineage may have 
disappeared in 2020 or 2021 due to measures to control 
the COVID-19 pandemic, and no natural cases have been 
confirmed since March 2020. In 2023, the World Health 
Organization concluded that protection against the Yamagata 
lineage is no longer required in the seasonal influenza vaccine, 
reducing the number of lineages targeted by the vaccine from 
four to three.
 An assessment of the course of the COVID-19 pandemic 
and its impact on the epidemics of HIV infection, viral hepatitis 
C (HCV), tuberculosis, influenza, and acute respiratory infections 
was carried out in the Northwestern Federal District of the 
Russian Federation over two years of the spread of COVID-19 
from the standpoint of the possible formation of a syndemic, 
or interference between the diseases (Belyakov et al. 2022). 
The pandemic did not significantly affect the patterns of the 
epidemic course of HIV, HCV, and tuberculosis, indicating there 
was no syndemic between these pathogens. Interference with 
respiratory infections was noted, with a clear predominance of 
SARS-CoV-2.

The impact of COVID-19 on the category external causes of 
morbidity and mortality

 Experts paid special attention to the analysis of the influence 
of COVID-19 in terms of stress and anxiety that accompanied the 
pandemic’s course, which can be associated with an increase 
in mortality rates from injuries, poisoning, and conditions 
associated with alcohol and drug use (Briko et al. 2020; Nikiforov 
et al. 2020; Nikitina et al. 2021; Yakovleva et al. 2023).



180

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY 2025

 According to experts, concerns about a possible sharp 
increase in suicide mortality were not confirmed; on the 
contrary, at the first stages, during the period with the strictest 
quarantine measures, the suicide rate decreased (Boyko et al. 
2020; Rozanov 2020; Rozanov and Semenova 2022).
 Below, a more detailed analysis of the impact of the 
COVID-19 pandemic on the dynamics of leading classes of 
diseases in the Russian Federation is carried out.

Impact of the COVID-19 Pandemic on the Incidence 
Dynamics of Leading Disease Categories in the Russian 
Federation

Diseases of the circulatory system (DCS)

 The annual dynamics of the incidence of DCS on average 
in the subjects of the Russian Federation are presented in Fig. 2. 
The point of change in the trend in 2020 is obvious, followed by 
a continuation of the upward trend. On average, the country’s 
incidence declined by 6.2% ± 7.5% in 2020 compared to 2019.  
At the same time, an increase in incidence was observed only 

in some regions in the southern part of the Russian Federation, 
such as Astrakhan and Kurgan oblasts, and the Republics of 
Chechnya, Kabardino-Balkaria, Adygea, Altai, and Buryatia.
 The average incidence of DCS in the pre-COVID period in 
all regions of the Russian Federation was 22,177±5,748 cases 
per 100,000 population. In most (66 out of 85) regions, an 
increasing trend was observed, and in 44 out of 66 subjects, the 
trend significance exceeded 0.5. In eight regions, a significant 
negative trend in the incidence of DCS was observed. These 
regions included the federal cities of Moscow, St. Petersburg, 
and Sevastopol, the Republic of Crimea, Astrakhan Oblast, Altai 
Krai, Vladimir Oblast, and Nenets Autonomous Okrug (Fig. 3). 
During the COVID-19 period, the average incidence rate in all 
regions increased and amounted to 24,954±6,382 cases per 
100,000 population. At the same time, in 70 out of 85 regions, 
a stable trend towards increasing incidence continues to 
form. Only four regions show a significant downward trend in 
the incidence of DCS during this period; these are the Tomsk 
and Novgorod oblasts as well as the Republics of Tyva and 
Khakassia.

Fig. 3. Distribution of median incidence of diseases of the circulatory system 
in the Russian Federation in the period 2007–2019 and significant trends in its change

Fig. 2. Annual dynamics of the average incidence of diseases of the circulatory system
in the Russian Federation for the period from 2007 to 2023
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 Compared with the hypothetical incidence for 2020–
2023 (assuming the continuation of the pre-COVID trend), 
in 40 of the 85 regions studied, the actual median incidence 
was higher by up to 35%. In the remaining regions, a lower 
median incidence of up to 28% is observed. The spatial 
distribution of regions with an increase and decrease in 
the incidence of DCS is very heterogeneous and does not 
reveal any clear patterns (p = 0.69 > 0.05) (Fig. 4).

Malignant neoplasms (MN)

 The annual dynamics of the incidence of MN on average 
in the regions of the Russian Federation are presented in Fig. 5. 
The point of change in the trend in 2020 with the subsequent 
continuation of the upward trend can be seen. On average, 
the country’s incidence declined by 11.8% ± 7.4% in 2020 

compared to 2019. At the same time, an increase in incidence 
was observed only in two regions, these being the Republic 
of Ingushetia and the Chukotka Autonomous Okrug.
 The average incidence rate of malignant neoplasms in 
the pre-COVID period in all regions of Russia was 373.5±81.3 
cases per 100,000 population. In the overwhelming majority 
(84 out of 85) of regions, an upward trend was observed, and 
in 77 out of 84 regions, the trend significance exceeded 0.5. A 
significant negative incidence trend was observed only in the 
Chechen Republic (Fig. 6). During the COVID-19 period, the 
average incidence rate in all regions increased and amounted 
to 417.8±97.7 cases per 100,000 population. The upward 
trend in incidence continued in 83 out of 85 regions studied 
(significant trend in 73 out of 83 regions). An insignificant 
downward trend is observed in the Leningrad Oblast and the 
Republic of Ingushetia.

Fig. 5. Annual dynamics of the average incidence of malignant neoplasms 
in the Russian Federation for the period 2007–2023

Fig. 4. Change in the actual median incidence of DCS in 2020–2023 
compared to the expected hypothetical value without the influence of COVID
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 Compared with the hypothetical incidence rate for 
2020–2023 (assuming the pre-COVID trend continues), 
the actual median incidence rate was higher in only 9 out 
of 85 regions. Moreover, 8 out of 9 regions demonstrate 
only a slight excess (up to 8%), while the Chechen Republic 
shows a 97% excess. Most regions have a lower median 
incidence rate of up to 30% (Fig. 7). The spatial distribution 
of regions with an increase and decrease in the incidence 

of MN is very heterogeneous and does not reveal any clear 
patterns (p = 0.44 > 0.05)

External Causes of Morbidity and Mortality

 The annual dynamics of incidence from external causes 
on average in the subjects of the Russian Federation are 
presented in Fig. 8. In the period from 2007 to 2019, a 

Fig. 7. Change in the actual median incidence of malignant neoplasms in 2020–2023
compared to the expected hypothetical value without the influence of COVID

Fig. 6. Distribution of median incidence of malignant neoplasms
in the Russian Federation in the period 2007–2019 and significant trends in its change
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decreasing trend in morbidity was observed. The point of 
change in the trend in 2020 with a transition to an increase 
is visualized. On average in the country, the decline in 
morbidity in 2020 compared to 2019 was 9.6% ± 6.8%. At 
the same time, an increase in morbidity was observed only 
in four subjects: the Leningrad Oblast, the Republics of 
Altai, Ingushetia, and Kabardino-Balkaria.
 The average incidence from external causes for the 
pre-COVID period in all subjects of the Russian Federation 
was 8864±2238 cases per 100 thousand population. 
Only 23 out of 85 subjects showed a significant trend in 
incidence, with the trend decreasing in 7 out of 23 subjects 
and increasing in the remaining 16 subjects (Fig. 9). During 
the COVID-19 period, the average incidence in all subjects 
slightly decreased and was 8094±2354 cases per 100,000 
population. The downward trend in incidence continued 

in 24 out of 85 subjects (significant for 9 out of 24). The 
remaining subjects demonstrated a trend towards an 
increase in incidence due to external causes.
 Compared with the hypothetical incidence rate for 
2020–2023 (assuming the pre-COVID trend continues), in 
53 out of 85 regions, the actual median incidence rate was 
lower by up to 44%. In the remaining regions, the median 
incidence rate was exceeded by up to 28% (Fig. 10). The 
spatial distribution of regions with increases and decreases 
in incidence from external causes is highly heterogeneous 
and does not reveal any clear patterns (p = 0.23 > 0.05).
 Thus, in 2020 (the year the COVID-19 pandemic 
began), there was a decline in the incidence rate, followed 
by a resumption of the upward trend in all three classes 
of diseases (cardiovascular, oncological and external 
causes of morbidity and mortality). Such a decline in the 

Fig. 9. Distribution of median morbidity caused by external factors
in the Russian Federation in the period 2007–2019 and significant trends in its change

Fig. 8. Annual dynamics of average incidence from external causes 
in the Russian Federation for the period between 2007 and 2023
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incidence rate can be explained, obviously, not so much by 
a decrease in the number of cases but by the peculiarities 
of the situation in healthcare during the quarantine period.
 The quarantine period certainly affected the statistics 
of COVID-19 cases. The introduction of restrictions on 
movement and social interaction, during which access to 
medical institutions was more difficult, led to a reduction in 
the number of visits to hospitals. Additionally, the behavior 
of patients with chronic pathologies changed since they 
often preferred not to have unnecessary contact with 
anyone outside the home. Of course, the redistribution 
of medical resources in favor of treating patients with 
COVID-19 also had an impact. The reduction in government 
spending on health care before the pandemic and the 
reduction in the number of infectious disease beds served 
as prerequisites for the emergence of difficulties during 
the pandemic. Many medical institutions were forced to 
adapt to the changed working conditions and redistribute 
resources. In general, in the context of a massive increase 
in COVID-19 cases, medical institutions were overloaded, 
and there was a shortage of personnel, equipment, and 
medication, which affected the recording of chronic 
diseases. At the same time, as subsequent analysis showed, 
with a decrease in the registration of cases during the 
COVID-19 pandemic, there was no decrease in mortality, 
particularly from cancer (Medico-geographical Аtlas of 
Russia «Risk Factors for Oncological Diseases» 2024).

DISCUSSION AND CONCLUSIONS

 It should be noted that many consequences of the 
pandemic are not yet fully understood, for example, the 
level of immunity and immune response, the full spectrum 
of diseases and long-term effects (Al-Aly et al. 2021, etc.), 
the consequences of past infection, especially for the 
child’s body (Ranasinghe et al. 2022; Nygaard et al. 2024, 
etc.).

 The COVID-19 pandemic has dealt significant damage 
to healthcare systems around the world, affecting 
thousands of people in different countries, and is 
considered a serious threat to global health. Patients with 
underlying chronic diseases are at higher risk of a severe 
COVID-19 case with an unfavorable outcome. Moreover, 
as research results show, COVID-19 can lead to new cases 
of chronic non-communicable diseases in healthy people 
and the development of combined pathology in patients 
who are getting treatment for another reason.
 An analysis of data on the incidence of diseases of the 
circulatory system, malignant neoplasms, and diseases 
caused by external causes in the population for the period 
from 2007 to 2023 showed that for the first two nosological 
entities in the Russian Federation, before COVID-19, there 
was a steady increase in incidence, while the incidence 
from external causes showed a decrease. In the year of 
the onset of the COVID-19 pandemic (the COVID period), 
there was a decline in incidence followed by a resumption 
of the upward trend for all three nosological entities. 
At the same time, regarding malignant neoplasms, the 
decline in incidence was more pronounced: most regions 
of the country demonstrated lower average incidence 
rates of malignant neoplasms after 2020 than would have 
been hypothetically expected without the influence of 
COVID-19.
 The decline in the incidence of all nosoforms in 
2020 may have been not related to the actual decrease 
of morbidity, but rather to the significant reduction of 
healthcare and diagnostics accessibility, which led to 
a reduction in the detection of new cases. There was a 
reduction in the number of hospital visits, which led to an 
increase in mortality from other causes. Patients with other 
nosological forms did not seek timely treatment during 
the pandemic and died at home. The overload of medical 
institutions and the shortage of personnel, equipment, and 
necessary medications were significant. A similar situation 
has been noted in other countries.

Fig. 10. Change in actual median incidence due to external causes in 2020–2023
compared to the expected hypothetical value without the influence of COVID-19
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 All this initiatives required significant resources from 
medical institutions. Many studies note the vulnerability 
of the healthcare system in the context of a massive 
increase in COVID-19 cases due to an overload of medical 
institutions and a shortage of personnel, equipment, and 
medications (Krivenko 2021; Ulumbekova and Ginoyan 
2022).
 Journals have been devoting special editions to 
assessments of the scale of the coronavirus pandemic, 
analysis of the main mechanisms of its impact on the 
economy and socio-economic consequences in different 
geographical conditions, medical and social problems, as 
well as the impact of the pandemic on the environment 
and air quality (Geography, Environment, Sustainability 
2021).
 The assessment of the impact of the pandemic on 
the health of the population, as well as the healthcare 
sector, continues, as evidenced by a significant number of 
publications according to the different databases.
 The study of the impact of COVID-19 on public health 
and the healthcare system in the Russian Federation 
(Malkhazova et al. 2021) is still highly relevant at present due 
to the scale of the pandemic, which has had a significant 
impact on Russian society. These developments led to the 
need for an in-depth analysis of the consequences of the 
pandemic for the health of individual population groups, as 
well as for the healthcare system as a whole (Ulumbekova 
and Ginoyan 2022; Alov and Pilyasov 2023; Rugol 2023; 
Tsvetkova et al. 2024).
 According to some authors, the so-called optimization 
of the healthcare system implemented in Russia in recent 

years has provoked the emergence of several problems 
that have manifested themselves during the COVID-19 
pandemic (Starodubov et al. 2020; Chernyshev et al. 
2021). The reduction of infectious disease beds before the 
pandemic, the mergers of medical institutions, and the 
reduction of government funds for healthcare served as 
prerequisites for the emergence of difficulties during the 
pandemic (Perkhov and Gridnev 2020; Goroshko et al. 
2022).
 Many medical institutions were forced to adapt to 
changed working conditions, redistribute resources, 
and introduce new treatment protocols (Starodubov et 
al. 2020). There is a need to develop new strategies for 
resource management and optimization of healthcare 
delivery processes (Minakir 2020; Pesennikova and Perkhov 
2020; Ulumbekova 2020).
 The study of the impact of COVID-19 on health and the 
healthcare system at the local, regional, and global levels, 
identifying spatiotemporal patterns of infection spread, 
is highly important since the development of effective 
solutions to improve public health and increase the 
resilience of healthcare systems to global challenges is only 
possible through multi-scale experience (Coronavirus…, 
2021).
 Given the research data, it is important to have a good 
understanding of the extent of the impact of COVID-19 on 
the development of chronic pathology and, accordingly, 
on the likely increasing volume of medical care for such 
patients in order to plan medical care rationally within the 
framework of the free state medical care.
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ABSTRACT. This study demonstrates the effectiveness of a multi-objective validation approach for a distributed hydrological 
model in a high mountain river basin. Focusing on the Baksan River Basin in the Central Caucasus, where snow and glacier 
melt play a crucial role in runoff formation, we applied the ECOMAG model, which has proven its reliability in high-altitude 
hydrology. To enhance the validation accuracy, we integrated diverse data sources, including observed river discharge, MODIS-
derived snow cover, stable isotope hydrograph separation, glacier mass balance observations, and glacial runoff simulations 
from the A-Melt model. The results confirm the high performance of the model across multiple hydrological components. 
The simulated and observed discharge values showed strong agreement, with the Nash-Sutcliffe efficiency exceeding 0.8 for 
both the calibration and validation periods. The model successfully captured seasonal snow cover variations, achieving an R² 
of 0.85 when compared with the MODIS data. Isotopic hydrograph separation further validated the accuracy of the simulated 
meltwater and rainfall contributions to runoff. Although glacier ablation simulations showed some deviations, particularly 
for the Djankuat Glacier, these findings highlight opportunities for refining glacial process representation. Overall, this study 
confirms the robustness and applicability of multi-objective validation for hydrological modeling in complex mountainous 
regions. The integration of multiple observational datasets significantly enhances the reliability of modeling results, providing 
valuable insights into water resource management, climate impact assessments, and sustainable development in glacier-fed 
river basins.
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INTRODUCTION

 Assessing the spatial and temporal variability of water 
balance components using distributed hydrological models at 
a regional scale is crucial for addressing practical challenges 
in managing water resource, including evaluating the impact 
of climate variability on water resources. Such studies require 
accurate model calibration and validation, which are typically 
performed using a traditional method based on observed 
discharge data. Previous research has highlighted that process-

based multi-objective calibration and validation effectively 
reduce uncertainty and improve forecasting accuracy in 
hydrological modeling (Efstratiadis and Koutsoyiannis 2010). 
Many studies have incorporated additional data sources to 
enhance model validation. Remotely sensed hydrological 
variables, such as actual evapotranspiration (Immerzeel and 
Droogers 2008; Zhang et al. 2009), soil moisture (Li et al. 2018; 
Parajka et al. 2009; Poméon et al. 2018; Wanders et al. 2014), 
snow cover (Duethmann et al. 2014; Han et al. 2019; Tong et 
al. 2021; Udnæs et al. 2007), and total water storage (Bai et 
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al. 2018; Trautmann et al. 2018) have been frequently used 
to assess model performance. Stable isotope tracer data also 
offer valuable insights for evaluating hydrological models by 
providing information on water flow pathways and sources 
(Ala-Aho et al. 2017; Holmes et al. 2020; Holmes et al. 2023). 
 However, multi-objective validation is commonly used 
in lowland areas because of the availability of extensive 
data from monitoring stations, simpler terrain, and more 
predictable hydrological processes. Mountainous areas present 
challenges for multi-objective validation. The complex terrain, 
steep slopes, and varying land cover create heterogeneous 
hydrological processes that are more complicated for 
modeling. Additionally, data availability is often limited 
with fewer monitoring stations. This makes validation more 
challenging than in the lowland regions. Assessment of snow 
cover is crucial for more complex hydrological modeling and 
is perhaps one of the most important unresolved problems for 
modeling in mountainous areas (Dozier et al. 2016; Lettenmaier 
et al. 2015; Treichler and Kääb 2017). This problem becomes 
more pronounced in the case of complex distribution 
mechanisms for solid precipitation due to differences in 
moisture and wind conditions in complex high-mountainous 
topographies (Mikhalenko et al. 2020). Typically, spatially 
distributed snow information over large areas is the result of a 
combination of modeling or interpolation based on sparse in 
situ measurements, remote sensing data, or climate reanalysis 
(Treichler and Kääb 2017). The approach of determining 
snowpack thickness was presented in a recent study (N. E. 
Elagina et al. 2024), where the glacial runoff model A-Melt 
(Rets et al. 2021) in combination with geodetic estimates for 
Mount Elbrus (North Caucasus) was used (Kutuzov et al. 2019) 
(Kutuzov et al., 2019). 
 This study focuses on the significantly glaciated Baksan 
River basin in the North Caucasus. Snow and glaciers provide 
a stable water supply throughout the year, which supports 
drinking water, irrigation, and hydropower generation. 
Modeling of runoff processes provides detailed knowledge 
of the glacier and snow-fed components of runoff, which 
is essential for assessing water availability and planning for 
future climate impacts. Validating hydrological models ensures 
reliable forecasts of water availability, helps to manage water 
resources, reduces flood risks, and sustains essential sectors in 
this mountainous region.
 One of the models that has proven to be effective in 
high-altitude river runoff modeling is the ECOMAG model 
(ECOlogical Model for Applied Geophysics) (Motovilov 
1999), which has been applied to understand the behavior 
of hydrological systems and explain the impacts of different 
climate and land-use scenarios across a wide range of 
geographic regions (Moreido and Kalugin 2017; Kalugin and 
Motovilov 2018), including mountainous areas with present-
day glaciers and permafrost (Gelfan et al. 2017; Kornilova et 
al. 2024; Kornilova et al. 2021; Lisina et al. 2023; Motovilov et 
al. 2017). Various datasets were used to test and validate the 
ECOMAG model in lowland basins to ensure its performance 
across multiple hydrological components. Simulation results 
based on data from the NOPEX experiment in Sweden 
(Motovilov 1999) showed that the model effectively captured 
spatial and temporal variations in water balance components, 
including soil moisture and groundwater levels. In the process 
of step-by-step calibration of parameters and modeling of 
snow cover and soil moisture fields in the Volga Basin, the 
actual fields of these characteristics were constructed based 
on the data of en-route snow measurement observations and 
productive moisture measurements at agrometeorological 
stations (Motovilov and Gelfan 2018). Using a modification of 
the ECOMAG-HM model for the Kama River basin, modeled 
copper concentrations were compared on a daily basis with 

episodic measurements at two hydrochemical monitoring 
stations (Motovilov and Fashchevskaya 2019). However, the 
model has been specifically adapted for the first time (Kornilova 
et al. 2023; Kornilova et al. 2024) to provide a detailed multi-
objective validation in an upland basin.
 The aim of this study is to consider the possibilities and 
limitations of multi-objective validation of a distributed 
hydrological model in a high-mountain river basin. For the 
multi-objective validation of the ECOMAG hydrological model, 
we used available data on different components of the water 
balance for the Baksan River Basin, including MODIS snow 
cover data, ablation of representative glaciers, and isotope 
analysis data in the high-mountain Baksan River Basin of the 
Central Caucasus. Additionally, the results of the glacial runoff 
calculations using the A-Melt model were used to cross-
validate both the ECOMAG and A-Melt models. 

Data and methodology

Study area

The Baksan River Basin is located within the Central Caucasus 
region, which is part of the larger Caucasus Mountain range 
known for its high and inaccessible topography. This area 
represents one of the most important centers of glacial 
activity in the Caucasus. Approximately 232 km2 of the region 
is covered by glaciers, and approximately 30% of this total area 
belongs to the Elbrus volcanic massif. Mount Elbrus, the highest 
peak in the Caucasus at 5,642 m a.s.l., has a glacier covering 
approximately 109 km2 (in 2017), which is approximately 10% 
of the total area glaciated in the whole of the Caucasus.
 The overall glacier coverage within the Baksan Basin ranges 
from 7.4% at the Zayukovo outlet to 16.5% at the Tyrnyauz 
outlet (Fig. 1). The river’s hydrological regime is characterized 
by relatively low flows during the autumn and winter months, 
and significantly higher flows during the spring and summer 
months, complicated by sporadic peaks of rainfall floods. In 
this study, the gauging station “Zayukovo” was selected as 
the outlet point, which collected the majority of glacial runoff 
from the Baksan River (Fig.1). The average elevation of the 
river basin is 2,350 m with a total area of 2,100 km2. Of this 
area, 64% is located in the high-altitude region of the basin 
above 2,000 m. According to data from hydrological gauges 
Tyrnyauz and Zayukovo between 1970 and 2022, mean long-
term discharge values were 24.6 m³/s and 35.4 m³/s for these 
stations, respectively.
 
Runoff formation model

 ECOMAG is a hydrological model designed to simulate key 
processes within the water cycle. It accounts for infiltration, 
evaporation, soil heat and water dynamics, snow accumulation 
and melt, freezing within the snowpack, as well as surface, 
subsurface, and groundwater flow - ultimately modeling river 
discharge. A comprehensive list of model parameters and 
equations is available in the study by Motovilov et al. (1999).
 A simplified glacier block was used in the ECOMAG model 
for the study basin, based on the simple temperature index 
approach, assuming that ice and snow melting occurs during 
periods of positive temperatures (Hock 2003). The glacier 
block of the ECOMAG runoff formation model operates as 
follows: elementary watersheds containing glaciation are 
defined along with the percentage of glaciation within each 
watershed. The ice melt calculation subroutine is always 
activated in computational watersheds where glaciers are 
present. At the beginning of summer, when the watershed 
is covered with snow, only snow melts, using the snowmelt 
coefficient. As snow melts and recedes, the snow-covered area 
of the computational unit decreases. When the snow-covered 
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area becomes smaller than the glaciated area, ice melting 
begins on the exposed surface using the ice melt coefficient. 
The melt coefficients may differ from basin to basin since they 
must implicitly take into consideration every element affecting 
the heat balance. Therefore, in the core version of the ECOMAG 
model, the possibility of calibrating the melt coefficients was 
retained while ensuring that the values remained within the 
natural range.
 For this study, the basin was divided into 662 elementary 
watersheds, 102 of which were glaciated, 30 of which were 
more than 50% glaciated. For meteorological input, we 
used data from seven stations in the region’s meteorological 
network for the period 1977-2022 (Fig. 1). Information about 
the underlying surface, including topographic, soil, and 
landscape maps as well as glaciation data, was determined for 
every elementary watershed (Table 1).

 Water discharge is a common hydrological modeling 
method, so it was used to calibrate and validate the model. 
We compared the observed and simulated values to assess 
the ability of the model to accurately reproduce river flow 
dynamics. Using this approach, we calibrated the model and 
evaluated its accuracy during validation to ensure realistic 
simulation of river behavior. We utilized criteria generally 
accepted in hydrology (Motovilov and Gelfan 2018), such as 
BIAS and Nash-Sutcliffe efficiency, to assess the quality of our 
modeling. The results are presented in section 3.1.

Data and methods of runoff formation model validation

 We used remotely sensed snow cover data, isotope 
analysis data, observed ablation data from representative 
glaciers, and glacier melt modeling results to validate 

Fig. 1. The Baksan River basin

Table 1. Inputs to ECOMAG model in the Baksan River basin

Data type
Period / Date of publication 

of the data
Spatial/temporal resolution Source

Physical characteristics of the basin

Digital Elevation 
Model (SRTM)

2000 90m×90m
Consultative Group for International Agriculture 

Research Consortium for Spatial Information (CGIAR-
CSI)

Landuse
1990 (Republic of North 

Ossetia), 1997 (Kabardino-
Balkarian Republic)

1:750,000
Atlas of the Kabardino-Balkarian Republic and 

Republic of North Ossetia

Soil
1990 (Republic of North 

Ossetia), 1997 (Kabardino-
Balkarian Republic)

1:750,000
Atlas of the Kabardino-Balkarian Republic and 

Republic of North Ossetia

Meteorological and glaciological data

Precipitation, 
temperature

1977–2022 Daily
Meteorological annual: Terskol (2141 m), Cheget (3040 
m), Tyrnyauz (1275 m), Zayukovo (673 m), Baksan (457 

m), Azau (2350 m), Dzhankuat (2600 m)

Glaciation area 2001–2003 10m×10m
RGI 6.0 (Randolph Glacier Inventory-A Dataset of 

Global Glacier Outlines: Version 6.0, 2017)
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the ECOMAG model (Table 2). This section provides an 
overview of the data used in the multi-objective validation.

Snow cover

 We used data on snow cover derived from Moderate 
Resolution Imaging Spectroradiometer (MODIS) images, 
which are instruments used by the Earth Observing 
System (EOS) satellites Terra and Aqua (Justice et al. 2002), 
to help check our model’s accuracy. The spatial resolution 
for interpreting snow cover information was 500 m, with a 
revisit time of one day per area. Snow cover masks derived 
from MODIS satellite data with daily temporal resolution 
were obtained using the MODISNOW tool developed 
by Gafurov et al. (2016). The method was developed to 
estimate the actual pixel coverage for cloud-covered 
areas by using spatial and temporal information about 
cloud-covered pixels and processing the portion of input 
data by removing a fraction of cloud-covered pixels. The 
ECOMAG model consists of a module that generates the 
outputs of individual characteristics that determine the 
runoff formation for each small catchment. This information 
was used to create maps showing the spatial distribution of 
snow cover on any selected day within the study area. In this 
study, we explored the potential of using additional data 
from MODIS Aqua and Terra images to validate the temporal 
and spatial distributions of snow cover. Daily data from 
2000 to 2019 were used to validate the simulation of basin 
snow cover (%) using the ECOMAG model. Additionally, the 
spatial distribution of snow cover was validated using the 
example of the outstanding water year 2017. 

Isotopic hydrograph separation

 The results of isotopic analysis of natural waters can 
serve as an additional source for validating the runoff 
formation model. The distinct differences in the isotopic 
composition of glacial meltwater, snow water, and liquid 
precipitation allow for the estimation of the proportion of 
these components in total river runoff.
 Dissecting a hydrograph into its genetic components 
using natural tracers is a widely used method for glacier-
fed basins (Hoeg et al. 2000; Vasil’chuk et al. 2016). Tracers 
can be either total mineralization or specific ions, atoms, or 
molecules.
 The results of the isotopic hydrograph separation 
performed for the Baksan River by Rets et al. (2024) were 
used in this study. Event-based isotope sampling was 
conducted along the Baksan River during the 2020-2021 
period, approximately 5-6 times per season (Table 3, Fig. 
2). A heavy oxygen isotope with an atomic mass of 18 
(δ18O) was used as the tracer. After the sample analysis, 

the hydrograph of the Baksan River was divided into 
two components: meltwater runoff (seasonal snow and 
glacier meltwater) and rainfall runoff (Rets et al. 2024). 
The study does not outline subsurface/groundwater flow 
as a runoff source; instead, it considers it as a mixture 
of liquid precipitation, seasonal snow, and glacier ice 
melt navigating through the subsurface portion of the 
watershed. Since water stable isotopes are conservative 
tracers, their concentration remains unaffected by the flow 
pathway unless it is associated with substantial kinetic 
fractionation, such as evaporation from water reservoirs 
or watershed surfaces, or snow sublimation (Oshun et al. 
2016). Genetic partitioning of a hydrograph using natural 
tracers is based on the water balance equation (Rets et al. 
2024). 
 The ECOMAG model of runoff formation, based on the 
available set of model outputs, allows for the estimation 
of runoff components only for a month. To estimate the 
genetic components, the monthly average outputs of the 
water yield from snow and ice, precipitation on soil, and 
evaporation from soil for each elementary catchment were 
used. These data were compared with the meltwater and 
rainfall runoff components (m3/s, %) based on the results 
of the isotope analysis. The contribution of the glacial 
component was considered by increasing runoff when 
the model’s glacier block was activated. From all sampling 
dates, the mid-month dates were chosen for comparison 
with the model results.

Mass balance glacier observations

 The mass balance time series from the World Glacier 
Monitoring Service (WGMS) dataset can serve as a valuable 
reference for validating ice-melt simulations. By comparing 
modeled glacier ablation with observed data, researchers 
can assess the accuracy of simulated ice-melt processes (Eis 
et al. 2021; Schaefli et al. 2005). The outcomes of the mass 
balance studies of the reference glaciers of the North Caucasus 
were employed to validate the runoff formation model. The 
continuous series of observations on the small valley glacier 
Djankuat (2750-3670 m a.s.l, 2.5 km2) started in 1967 and 
continues to date (Popovnin et al. 2024). The Garabashi glacier 
is a part of the Mt. Elbrus glacier volcanic massif and is located 
on the southern slope of the glacier system (3400-4900 m 
a.s.l., 3.9 km2). Monitoring began in 1982 and has continued 
to date (Rototaeva et al. 2019). Both glaciers are included 
in the observation system of the World Glacier Monitoring 
Service (WGMS) and are now considered representative 
of the Caucasus region. The mass balance observations 
included annual, winter, and summer measurements of mass 
balance according to ablation stakes, radar and manual snow 
measurements, and snow pits. 
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Table 2. Data for validation of ECOMAG model in the Baksan River basin

Data Compared values Period Temporal resolution Source of model validation

River discharge Average daily discharge (m³/s) 1977-2022 Daily Hydrology annual

Snow cover
Spatial and temporal variability 

of snow cover (%)
2000-2019 Daily

Terra-Aqua MODIS (Justice 
et al. 2002) 

Isotopic hydrograph 
separation

Meltwater and rainfall runoff 
components (m³/s)

2020-2021 Daily
Stable isotopes sampling 

(Rets et al. 2024)

Mass balance glacier 
observations

Ablation measured on 
representative glaciers (mm)

2000-2010 Yearly
World Glacier Monitoring 
Service (Zemp et al. 2015) 

Glacier melting modeling
Snow and glacial melt runoff 

(m³/s)
1997-2022 Yearly A-Melt (Rets et al. 2021)
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Glacier melting modeling

 The additional method used for validation was glacial 
runoff calculated using the A-melt energy-balance model. 
One of the most important hydrological variables is glacial 
runoff, which is a component of the water–ice balance. More 
complex methods of calculating the glacier melting amount 
based on energy-balance methods are commonly developed 
for glaciological purposes (Gabbi et al. 2014; Reveillet et 
al. 2017; Sakai and Fujita 2017; Shannon et al. 2019). These 
models require detailed meteorological data as inputs, such as 
long and shortwave radiation balance, wind speed, humidity, 
and pressure. At the same time, it is complicated to transfer 
energy-balance calculations to a regional scale because of 
the large amount of input data required for such models. 
Simpler temperature index approaches are commonly used 
for regional runoff modeling in large basins. In this study, we 
used the results of runoff modeling from the Elbrus glaciers 
in the Baksan River basin using an energy-balance A-Melt 
model of snow and ice melt in the high mountain zone and 
the ECOMAG runoff formation model results for the cross-
validation of both models. 
 The A-Melt model is based on the heat balance equation 
and calculates the mass balance of the glacier and its 
components based on meteorological data. The model 
simulates the vertical distribution of density, temperature, and 
water content in the snowpack, considering water seepage, 
refreezing in the snow thickness, and the snow–ice and firn 
thickness boundary and runoff. The A-Melt model has been 
successfully adopted for glaciers of the North Caucasus (Rets 
et al. 2011), Central Tien-Shan (Rets et al. 2021), and Svalbard 
Archipelago (Elagina et al. 2021). A more precise description 

of the A-Melt model has been provided in previous studies 
(Elagina et al. 2021; Rets et al. 2011; Rets et al. 2021). The A-Melt 
model experiment procedure and the results used in the 
current study for ECOMAG model validation are fully described 
step-by-step in (Elagina et al. 2024) and will be briefly described 
further.
 Glacial runoff from the southern slope glaciers of Mt. Elbrus 
contributes to the formation of river runoff in the Baksan River 
Basin. After the model was applied for the entire Mt. Elbrus 
glacier system, the model output was extracted for the glaciers 
Bolshoy Azau, Maliy Azau, Garabashi, Terskol, Basin 25, Irik, and 
Irikchat, which supply the Baksan River basin with meltwater.
 The model computes the heat balance equation for 
each point of the 250-m spatial grid. As meteorological 
input, we used data from the ERA5 reanalysis (Hersbach et 
al. 2020), which allows the reliable reconstruction of the 
meteorological conditions on Elbrus in accordance with 
the experiments given in the study (Mikhalenko et al. 2020). 
For the incoming radiation data, we used reanalysis data for 
a single level. Reanalysis data for air temperature, relative 
humidity, and wind speed were obtained for various pressure 
levels (500, 550, 600, 650, and 700 hPa), corresponding to an 
altitude range of 3000–5500 m above sea level. The values 
of the aforementioned meteorological parameters that fell 
between the input pressure levels were interpolated. The 
input data related to topographical features such as glacier 
area and outlines and surface elevation were obtained by 
analyzing available space data. The data sources include Spot 
7, Landsat imagery, 2017 Pléiades DEM by the Pléiades Glacier 
Observatory initiative of the French Space Agency (CNES) and 
the 1997 0.5m-resolution DEM by the Faculty of Geography, 
Moscow State University (Zolotarev and Kharkovets 2000). To 

Fig. 2. Sampling points for isotope analysis from the Baksan River at different sites
Table 3. Characteristics of isotope sampling sites in 2020-2021

№ Cross-section Basin area, km² Sampling point elevation, m Glaciation, %

1 Elbrus 296 1783 27

2 Tyrnyauz 964 1247 16

3 Zhanhoteko 1500 790 11

4 Islamay 2259 510 7
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identify the surface type (ice/firn/snow), we used the Google 
Earth Engine automated algorithm proposed by Li et al. (2022), 
which allows classification of bare ice and snow cover on 
glaciers using Landsat images. The model does not simulate 
ice flow, so the topography features, surface type, and glacier 
boundaries were updated in the input data in 1984, 1996, 
2006, 2011, 2016. 
 Because the model does not include the orographic 
component of precipitation distribution, a spatial coefficient 
distributed over the 250-m spatial grid was applied to 
distribute the solid precipitation amount over the entire area 
of Mt. Elbrus. The procedure is as follows:
 1. We calculated the average summer mass balance and 
obtained a map of its average distribution for Mt. Elbrus from 
1997 to 2017
 2. The average winter mass balance map for 1997-2017 
was determined by subtracting the geodetic mass balance 
map of the Elbrus glacier system for 1997-2017, obtained 
from Kutuzov et al. (2019) and the modeled average summer 
balance map for the same period. This subtraction provides an 
understanding of solid precipitation patterns across the glacier 
system. 
 3. The average winter mass balance at every grid point was 
then normalized by the amount of precipitation according to 
the ERA5 reanalysis data for the future calculation of winter 
mass balance for each balance year. 
 The water that formed during the ablation process, 
excluding the water that refreezes in the snow and firn layer 
and at the boundary with ice, that is, gravitationally free water 
ready to flow off the glacier, is considered glacial runoff in 
these calculations. The contribution of seasonal snow covering 
the surrounding slopes was excluded from the calculation 
of glacial runoff by Elbrus. Meltwater infiltration into the soil 
was not considered in the calculations. The values of glacial 

runoff from Elbrus were converted to units of volume per unit 
time. These data were then compared to the glacier runoff 
calculations obtained using the ECOMAG model. The glacier 
runoff in the ECOMAG model was calculated as glacier and 
snow ablation, excluding water refreezing in the snowpack.

Results 

River discharge

 The study (Kornilova et al. 2023) provides a step-by-step 
description of the model calibration and validation process. 
Briefly, data from the Tyrnyauz and Zayukovo gauging stations 
on the Baksan River were used, with a calibration period of 
2000–2008 and a validation period of 2009–2017. Key runoff-
influencing parameters were adjusted, including evaporation 
coefficients, active layer thickness, melting coefficient, snow 
water-holding capacity, and temperature gradients. The 
model demonstrated high accuracy (NSE > 0.8, annual runoff 
deviation < 6%), as illustrated in Fig. 3 and Table 4. 

Snow cover

 MODIS daily snow cover data from 2000 to 2019 were 
used to validate the ECOMAG model. The model effectively 
captured snow cover dynamics (Fig. 4a). The coefficient 
of determination R² for the average monthly snow cover 
values was 0.85, with a relative error of 20% (Fig. 4b). 
However, the model tended to overestimate snow cover 
values, particularly during the spring and winter (Fig. 4c).
 To validate the runoff formation model for the spatial 
distribution of snow cover, the calculation results for the first 
day of each month in 2017 were used and compared with 
the snow cover data from the MODIS Terra and Aqua satellites 
(Fig. 4d). Overall, the model accurately simulated the annual 

Fig. 3. Model performance at Tyrnyauz (а) and Zayukovo (b) gauges during the calibration (2000–2008) and validation 
(2009–2017) periods

Table 4. ECOMAG model calibration and validation periods performance criteria

Gauging station Glaciation, %
Watershed area, 

km²

Calibration period 2000-2008 Validation period 2009-2017

NSE pBIAS, % NSE pBIAS, %

Tyrnyauz 17.5 838 0.82 −1.71 0.90 +5.98

Zayukovo 7.4 2100 0.85 +3.24 0.90 +3.58
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course of snow cover changes. The peak was observed in 
February, followed by a gradual decrease until a minimum 
was reached in August and then an increase until December. 
However, during the spring months, the modeling results 
showed higher snow coverage than that observed in the 
MODIS data. Nevertheless, the modeling results for snow cover 
at the end of August agreed well with the MODIS data and 
generally corresponded to the mean annual position of the 
climatic snowline. It should be noted that the model data were 
presented for specific catchments with an average area of 9.9 
km². Furthermore, within a specific catchment area, all model 
parameters were averaged. The pixel area of the satellite image 
was 0.25 km², which could be one reason for the ECOMAG 
snow cover model’s overestimation of snow cover model.

Isotopic hydrograph separation

 From all sampling dates, mid-month dates were chosen 
for comparison of the isotopic analysis and model results 
(Fig. 5a-d). Based on the comparison, it can be seen that the 
model follows the intra-annual variability in the runoff sources, 
specifically a decrease in meltwater runoff and an increase in 
rain runoff during the summer months.
 The data suggest that the proportion of snowmelt runoff 
decreased during the summer months, whereas the proportion 
of rain runoff increased. According to the model data, 
snowmelt accounts for approximately 70% of the total runoff 
in June but only approximately 35% in August. Additionally, 

the amount of snowmelt naturally decreases from the source 
to the downstream areas, while rain runoff increases. At the 
Elbrus station, the proportion of snowmelt ranged from 40% 
in August to 90% in June. It varied between 20% and 45% at 
Islamey station.
 The average relative error between the model and the 
actual values for all measurements (four sampling points) 
was 19 %. The coefficient of determination for the meltwater 
component is 0.81 and for the rainfall component it is 0.86. 
The model tends to overestimate snowmelt values in June and 
underestimate them in July and August, on average.

Mass balance glacier observations 

 The actual values of ablation for reference glaciers for the 
period 2000-2009, obtained from the data of the World Glacier 
Monitoring Service (Zemp et al. 2015) and (Popovnin et al. 
2024), were compared with the model values of snow and ice 
melting for the period of field observations (May-September) in 
the elementary catchment where the glacier is located (Fig. 6).
 For the Garabashi Glacier, there was a good agreement 
between the modeled and actual values, with a discrepancy 
of -12%. However, for the Djankuat Glacier, the relative error 
was much higher, averaging -55% over the study period. 
Coefficient of determination R² is 0.20 for the Garabashi Glacier 
and 0.18 for the Djankuat Glacier, respectively.

Fig. 4. Changes in snow cover (a), scatter plots (b) and mean monthly snow cover (c) from MODIS and ECOMAG data 
from 2000 to 2019; spatial distribution of snow cover (d) within the Baksan River basin in 2017: red - MODIS data, blue - 

modeling results (% of elementary catchment coverage)
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Glacier melting modeling

 The results of the runoff simulation for the Mt. Elbrus 
glaciers using the ECOMAG and A-Melt models are shown 
in Fig. 7. Fig. 7a presents the annual runoff values from the 
ECOMAG model extracted for the Elbrus Basin and the 
annual glacial runoff series according to the A-Melt model, 
which includes ice and snow meltwater. The series obtained 
using the A-Melt energy-balance model reflects the 
values of the average annual flow, considering meltwater, 
freezing in the snow and firn layers, and at the border of 
snow and ice. The model results were compared with the 
model output extracted for the glaciers Bolshoy Azau, 
Maliy Azau, Garabashi, Terskol, Basin 25, Irik, and Irikchat, 
which supply the Baksan River Basin with meltwater. Fig. 
8b shows a comparison of the annual runoff values. The 
results of simulations indicate that the average runoff 
values are in good agreement (2.0 m3/sec by ECOMAG and 
2.4 m3/sec by A-Melt, pBias = 18%). The average snow and 
ice glacial runoff components assessed by A-Melt model 
are 1.0 and 1.5 m3/sec, and 1.4 and 0.6 m3/sec assessed by 
ECOMAG model correspondingly. The higher values of the 
snow component of runoff and the lower values of the ice 
component of runoff according to the ECOMAG model 
compared to the results of modeling according to the 
A-Melt model are due to the difference in approaches to 
determine the type of surface for which the calculation is 
made (see Discussion).

DISCUSSIONS

 In mountainous areas, access to observational 
hydrometeorological data can be limited because of the 
difficult terrain, harsh weather conditions, and high costs of 
monitoring stations. Considering these challenges, it seems 
unrealistic to expect an increase in observational network 
density in the study regions in the near future. Therefore, 
relying solely on traditional methods for validating 
discharge may not provide a complete assessment of 
hydrological model performance.
 Multi-objective validation offers a way to evaluate 
the model’s performance in multiple aspects of the water 
balance, enhancing the reliability of the assessment by 
incorporating various hydrological components and 
providing a more comprehensive understanding of the 
accuracy and ability to simulate complex mountain 
hydrology (Table 5)..
 In general, the ECOMAG snow cover model showed 
good agreement with MODIS data in terms of inter- and 
intra-annual variability. However, the runoff formation 
model indicated that snow cover during the spring 
months was higher than that observed from the remote 
sensing data. This finding suggests that meteorological 
data from stations located in the Baksan River Valley may 
not be sufficient to accurately represent the snow cover in 
adjacent side valleys with complex topographic conditions. 

Fig. 6. Actual and calculated ablation values of (a) Djankuat and (b) Garabashi glaciers for the period 2000-2009.

Fig. 5. Shares of melt and rainwater for different months according to model data and isotope analysis for different sites 
in 2020–2021: Elbrus (a), Tyrnyauz (b), Zhankhoteko (c), and Islamey (d)
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 To address this issue, the use of high-resolution 
meteorological data, reanalysis, mesoscale modeling, and 
orographic precipitation modeling (Toropov et al. 2023) 
could improve the model’s ability to simulate snowmelt 
dynamics and overall hydrological processes in the Baksan 
River Basin.
 MODIS data provide information only on the extent 
of snow cover but not on snow depth. In high-mountain 
regions, the accurate monitoring of snow depth is 
challenging because of the extremely limited number of 
snow measurement stations. Therefore, when validating 
the model based on snow cover, we primarily assessed the 
spatiotemporal dynamics of its distribution, whereas the 
contribution of snowmelt to total runoff can only be inferred 
indirectly through isotope analysis.
 The similarity between the daily values of snowmelt and 

rainfall runoff, estimated through isotope partitioning, and 
the corresponding monthly average values derived from the 
model increases confidence in the accurate representation 
of runoff formation processes in the Baksan River Basin. Such 
evidence is essential for the physical justification of the long-
term runoff change forecasts based on this model.
 To accurately compare the absolute values of runoff 
components from the ECOMAG model simulation with 
isotope analysis results, continuous sampling at selected 
river cross-sections is necessary.
 The comparison between simulated glacial runoff and 
ablation produced less than optimal results. The outcome 
suggests potential inaccuracies in the parameterization 
of the model or limitations in its ability to represent the 
complex glacial topography. The underestimation of the 
model’s ablation can be explained by the fact that the 

Fig. 7. The results of runoff modeling using the ECOMAG and A-Melt models are as follows: (a) annual runoff values; (b) 
comparison of model runoff values for Bolshoy Azau, Maliy Azau, Garabashi, Terskol, Basin 25, Irik, and Irikchat glaciers 

that supply the Baksan River basin with meltwater

Table 5. Results of multi-objective validation of ECOMAG model in the Baksan River basin

Data Values Distribution NSE R² pBIAS, %

Snow data (MODIS) Snow cover (%)
Daily 0.55 0.72 +19%

Monthly 0.64 0.85 +20%

Isotopic hydrograph separation
Meltwater runoff (m³/s) Monthly 0.74 0.81 –18%

 Rainfall runoff (m³/s) Monthly 0.37 0.86 +20%

Mass balance glacier observations 
(WGMS)

Garabashi ablation (mm) Yearly <0 0.20 –15%

Djankuat ablation (mm) Yearly <0 0.18 –55%

Glacier melting modeling (A-Melt) Glacial runoff (m³/s) Yearly <0 0.39 –18%
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catchment where the glacier is located has a dissected 
relief with steep slopes, resulting in uneven distribution 
and melting of the snow cover. In the model, the entire 
catchment is given a single elevation corresponding to 
its geometric center, which does not accurately reflect 
the complex processes of snow and ice melting in such a 
terrain.
 In reality, these processes are much more complex, 
leading to a systematic error in the model results, which 
are underestimated compared with the actual conditions. 
The large relative error in the ablation model for the 
Djankuat glacier may be due to the significant proportion 
of avalanche-fed ice, for which the runoff formation model 
did not account. In contrast, avalanche activity is absent on 
the Garabashi glacier, making it a more suitable location 
for testing these models. Detailed models of snow and ice 
melting in the nival-glacial zone for individual glaciers, such 
as those proposed by other authors (Fyffe et al. 2021; Kinnard 
et al. 2021; Rets et al. 2021; Van Pelt et al. 2019), provide the 
opportunity to take into account the topographic features 
and describe the melting process in greater detail. 
 According to the results of this study, the simulated 
glacial runoff of the Elbrus glaciers using the A-Melt model 
is in good agreement with the values obtained by the 
ECOMAG model. At the same time, the ECOMAG model 
showed higher values of the snow component of runoff 
and lower values of the ice component of runoff compared 
to the results of modeling according to the A-Melt model. 
This variation can be explained by the differences in 
approaches to glacial runoff calculations. The glacier block 
of the ECOMAG runoff formation model operates as follows: 
elementary catchments with glaciation are delineated, 
as well as the fractional extent of glaciation within each 
elementary catchment. At the onset of summer, when 
the catchment is snow-covered, only the snow melts. As 
snowmelt proceeded, the fractional snow cover of the 
computational element decreased. When the fractional 
snow cover became less than the fractional extent of 
glaciation, ice began to melt in the area exposed to snow. The 
ice melt calculation depended on the ice melt coefficient 
set in the model. The values for the ECOMAG model were 
obtained at the central point of the catchment. The snow 
and ice delineation in the A-Melt model is based on process 
modeling, and a surface type is determined for each point 
of the spatially distributed grid. The differences in the results 
are primarily due to the greater detail of the description of 
the processes in the A-melt model. In the ECOMAG model, 
the quantitative assessment of ice and snow melting and all 
related processes is described mainly by the snow and ice 
melting coefficients. Therefore, the resulting differences in 
the estimates of the ice and snow components of runoff are 
likely due to an underestimation of the ice melt coefficient 
in the ECOMAG model or an underestimation of the 
percentage of the elementary catchment area occupied 
by glaciers. This conclusion is supported by the fact that 
the ECOMAG model underestimates the melt rates of the 
Garabashi and Djankuat glaciers.
 Refining glacier-related inputs, such as surface type, 
melt coefficients, and meteorological data, can enhance 
the performance of the model in simulating glacial runoff 
dynamics. Research has long focused on improving the 
glacial component of hydrological models (Addor et al. 
2014; Etter et al. 2017; Finger et al. 2015; Horton et al. 2006). 
However, glaciers are not well represented in large-scale 
models. Most models use the temperature index method, 
which applies a melting coefficient to simplify complex 

glacial processes. To improve accuracy, it is essential to 
couple glacial and hydrological models that can help 
predict future discharge changes more reliably, especially in 
large glacier-fed rivers, where meltwater plays a crucial role. 
A better representation of glaciers is particularly important 
for assessing the impact of climate change, especially 
during summer and extreme years.

CONCLUSIONS

 For the first time, the ECOMAG model was tested and 
validated using a range of resources, including MODIS 
snow cover data, isotope hydrograph separation, glacier 
mass balance observations, and glacial runoff simulations 
from the A-Melt model. This study is the first to compare 
the results from two independent models (ECOMAG and 
A-Melt) to assess glacial runoff and refine the distribution of 
snow and ice melt contributions. Additionally, a quantitative 
comparison of modeled runoff sources with isotope 
analysis data was performed for the first time to enhance 
the accuracy of seasonal runoff simulations in glacier-snow-
fed basins.
 The findings indicate that the ECOMAG simulations 
performed well in the sparsely gauged Baksan River basin. 
A good correlation was observed between the simulated 
and observed daily discharge values for both the calibration 
and validation periods at Tyrnyauz and Zayukovo stations. 
The percentage bias in annual runoff volumes was less than 
6.5%, and the Nash-Sutcliffe efficiency (NSE) criterion for 
daily discharge exceeded 0.8 for both periods and locations.
 To validate the model, data form the MODIS satellite 
spectroradiometer were used to measure snow cover 
in the catchment, confirming that the model accurately 
simulated seasonal variations in snow cover. The coefficient 
of determination for the monthly mean snow cover values 
was 0.85, with a relative error of approximately 20%.
 The validation of the snowmelt runoff model based 
on isotope analysis showed that it accurately reflected 
the seasonal variation of the input sources. Furthermore, 
the proportion of meltwater runoff decreased naturally 
when moving downstream, whereas the proportion of 
rainfall runoff increased. The similarity between the daily 
meltwater and liquid precipitation runoff values obtained 
from isotope hydrograph separation and the monthly 
averages of the model adds confidence to the accuracy 
of the representation of snowmelt processes in the Baksan 
River Basin.
 The validation of the model against mass balance 
measurements of reference glaciers in the central Caucasus 
(Djankuat and Garabashi) revealed that the processes of 
snow and ice melting and redistribution in such dissected 
terrain are more complex in reality, leading to systematic 
errors. The best agreement was achieved for the Garabashi 
glacier, with an average relative error of 12%.
 Based on a comparison of the model outputs from 
ECOMAG and A-Melt, the simulated glacial runoff values 
were in good agreement. However, the results of the 
modeling indicated differences in the proportion of snow 
and ice components in the runoff, which can be attributed 
to differences in the snow and ice delineation methods 
and methods used to calculate the melting layer of ice and 
snow within the computational blocks of the models.
 The successful calibration and validation processes 
further demonstrated the flexibility of the ECOMAG model 
in conducting comprehensive water resource assessments 
in complex mountainous regions.
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