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ESTIMATION Of DISPERSED GLACIATION 
SHRINkAGE UNDER CLIMATE CHANGE

Gleb E. Glazirin1 and Eleonora R. Semakova2*

1 Faculty of Geography, National University of Uzbekistan,  Tashkent, Uzbekistan  
2 Department of Applied Space Technologies, Ulugh Beg Astronomical Institute, 
Tashkent, Uzbekistan
*Corresponding author: ella9sem@gmail.com

ABSTRACT. We propose a new method of estimating the shrinkage of glaciers over a wide 
area under conditions of changed climate.  The method can be also used to quantitatively 
estimate the presence of glaciers under past climatic conditions, in mountainous areas 
where they are currently absent. The method is based on the use of statistical parameters 
of the distribution of glaciers by altitude zones, according to vertical distance from the 
climatic equilibrium line altitude (CELA). The method was used for the Pskem River basin 
(tributary of the Chirchik River, Western Tien-Shan) where glaciation has been extensively 
studied.   Data are available for several glacier inventories for the basin for different time 
periods from 1957 to 2010.  The number of glaciers for the part of the basin considered in 
the studies decreased by 16 percent during that period.   Mean summer air temperature 
and annual precipitation were used as climate indicators characterizing ablation and 
accumulation on glaciers. Data of several meteorological stations located in the Pskem 
River basin were used to document these climatic characteristics.  We estimated shrinkage 
of glaciers over the area for increases of summer air temperature of 0.5 - 2°C.

kEY wORDS: glaciers distribution, glaciation shrinkage, climate change

CITATION: Gleb E. Glazirin, Eleonora R. Semakova (2018) Estimation of Dispersed Glaciation 
Shrinkage Under Climate Change. Geography, Environment, Sustainability,  Vol.12, No 1, p. 5-12
DOI-10.24057/2071-9388-2018-42

INTRODUCTION

Estimation of the change in characteris-
tics of mountain glaciation under climate 
change is an important scientific and 
practical problem that has been solved for 
different mountainous regions around the 
world. In those past studies, however, the 
estimation of change was made either for 
individual large glaciers or for the total area 
of glaciation, in the respective regions. 

The objective of our present work is to es-
timate the change in dispersed glaciation, 
using a different approach based on the 
use of statistical characteristics of glaciers 

(Glazirin 1991). By the term glaciation we 
denote an area of mountainous territory 
occupied by glaciers. Dispersed type of gla-
ciation was identified by Khodakov (1978) 
and used to name a set of small glaciers 
that do not form a single massif but rath-
er form a distributed or scattered array of 
glaciers, with possible concentrations or 
groups in sub-areas of the territory. Such 
glaciation is widespread in the periph-
eries of mountainous regions and is the 
only type of glaciation in some regions 
(for example, the Northern Ural, Kuznetsk 
Alatau). A method similar to the one we 
propose in the present paper has been 
used to assess the potential presence and 
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viability of glaciers in some regions where 
they are currently absent or where they 
are critically endangered (Glazirin et al. 
2000; Glazirin, Escher-Vetter 1998).

STUDY AREA

We show here how the proposed method 
can be applied to the example of glacia-
tion of the left side of the Pskem River val-
ley (Fig. 1). This area is located on the west-
ern periphery of the Tien-Shan. Currently it 
has about one hundred small glaciers hav-
ing one accumulation area in most cases. 
According to the Catalogue of Glaciers 
(1968), their total area in 1957 was 63.6 
km2. The climatic and orographic condi-
tions for the existence of glaciation in the 
basin have been studied quite well (Sche-
tinnikov 1976). In addition, real changes in 
glaciation have been identified in recent 
decades through several repeated glacier 
inventories (Narama et al. 2010; Semakova 
et al. 2016; Semakova and Semakov 2017; 
etc.), the last one done in 2010. 

Typical glaciers of the region are shown in 
Fig. 2.

INPUT DATA

As mentioned, the proposed method is 
based on the use of statistical character-
istics of glacier distribution. Thus, the in-
ventories containing data suitable for our 
purposes were those containing informa-

tion on the elevation and the area of each 
glacier. This criterion is satisfied, firstly, by 
the Catalogue of Glaciers (1968), prepared 
by Schetinnikov and reflecting the state of 
glaciers in 1957; secondly, by the invento-
ry carried out by Schetinnikov based on 
the materials of the spatial survey from 
1978 (unpublished data of Schetinnikov); 
and, thirdly, for the inventory carried out 
by Semakova et al. (2016).

In our work we only consider glaciers with 
an area more than or equal to 0.1 km2. This 
was done for two reasons. Firstly, this is the 
size limit used in the Catalogue of Glaciers 
of USSR (1968). Secondly, the possibility 
of errors in identifying and determining 
the size of smaller glaciers increases dra-
matically (Catalogue 1968; Semakova et al. 
2016). 

There are several meteorological stations 
in the Pskem River basin, but the longest 
and most reliable data series, starting with 
1937, is available from Pskem station, lo-
cated at an altitude of 1,260 m in the mid-
dle part of the valley. This station serves as 
a base for all hydrological and glaciologi-
cal calculations in the Pskem River basin. 
The relationships between its data and ex-
peditionary observation data in the glacial 
zone of the basin verify its representative-
ness for the basin (Borovikova et al. 1972; 
Schetinnikov 1976; etc.). 
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Fig. 1. Filled is the study area in the Pskem River basin
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The main climatic parameters that affect 
the size and regime of glaciers are known 
to be solid atmospheric precipitation and 

air temperature. In the study area the 
main amount of precipitation falls in the 
winter-spring season (according to Pskem 
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Fig. 2. Typical glaciers in the Pskem River basin

(a)

(b)
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station observations about 90.5% of pre-
cipitation falls during the period from Oc-
tober to May), so it can be assumed that 
the annual solid precipitation at glaciation 
altitudes is equal to the total annual pre-
cipitation.

METHODOLOGY

The main idea of the method is as fol-
lows: the possible number of glaciers is 
estimated under given climatic conditions 
and the climatic equilibrium line altitude 
(CELA) is considered to be an integral indi-
cator of these climatic conditions.

In regions with developed mountain glaci-
ation CELA can be found from the relation 
of CELA and the area of glaciers present 
(Severskiy 1978). Successful application 
of the method requires, however, a large 
set of glaciers, including big ones. There 
are no big glaciers in the basin, so appli-
cation of the method is unacceptable for 
our task solution. CELA was calculated by 
Glazirin (1991) on the basis of glaciation 
data from 1957, yielding a value for CELA 
of 3.93 km for the selected part of the ba-
sin. To characterize the climatic conditions 
of the basin for the time period the val-
ues of annual precipitation and the mean 
summer air temperature at Pskem station 
were taken for the preceding eleven years 
(1947-1957).

The next step is to calculate a possible 
number of glaciers under given climat-
ic conditions (evaluated CELA). Glazirin 
(1991) proposes a formula for calculating 
a probability of the existence of glaciers in 
an altitude zone with an average z eleva-
tion, depending on how far z is from CELA. 
We estimated this dependence directly 
for the studied area (Fig. 3). The input data 
were the areas of the altitude zones eval-
uated from SRTM v.4 (Farr et al., 2007) and 
the number of glaciers in each altitude 
zone in 1957. The total number of glaciers 
is equal to the sum of the numbers of gla-
ciers in each of the altitude zones.

Now it is necessary to determine the 
change in CELA under possible climate 
changes.

Let us assume that Xa(CELA), which is the 
mean long-term annual precipitation on 
CELA position, is equal to ab(CELA), which 
is the mean long-term annual ablation. We 
are able to calculate ab(CELA) using the 
Krenke-Khodakov formula (1982):

Here, Ts(CELA) is the mean summer air 
temperature at CELA altitude. This tem-
perature can be calculated using a simple 
formula,

Fig. 3. Dependence of m (the number of glaciers per 1 km2 of the altitude zone) on the 
difference between CELA and the average altitude of the corresponding zone 

(dZ = CELA - Z)

Ts(CELA) = Ts(Zst) + y(CELA Zst)

ab(CELA) = 1.33. (9.66 + Ts(CELA))2.85

(2)

(1)
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where γ is the vertical gradient of the 
mean summer air temperature. It was de-
termined from the data of meteorological 
stations located in this basin and adjacent 
ones and turned out to be equal to -7.30C 
per 1 km. We used data from four weather 
stations (Chimgan, Oygaing, Maydantal, 
and Pskem, located at altitudes ranging 
from 1.26 to 2.16 km), as well as data gath-
ered during several summer expeditions 
to glaciers in the basin. Thus, it is assumed 
that the change in air temperature is the 
same at all altitudes.

We will assume that the change in the 
annual precipitation (Xa) according to alti-
tude, including ridges, is also linear (Getker 
1987), and is determined by the following 
formula developed by Borovikova et al. 
(1972):

The coefficient k can be calculated if we 
know the mean long-term precipitation at 
Pskem station Xa(Zst) and the precipitation 
sum at CELA, taken as equal to the mean 
long-term annual ablation. The coefficient 
k calculated for the period of 1947-1957 is 
equal to 0.09. So, the precipitation varies 
identically at all altitudes in a percentage 
ratio. The vertical temperature gradient 
γ and the coefficient k are assumed con-
stant for subsequent periods.

We can find a new value of CELA by the 
equality of the calculated ab and Xa using 
formulas (1 - 3) if we specify a change in 
temperature at Pskem station. Further, it is 
possible to calculate a new number of gla-
ciers in the altitude zones and in the study 
area overall using the new CELA and Fig 3.

Calculations were performed under the 
assumption that the annual precipitation 
was constant (this assumption is accept-
able since according to observations at 
Pskem station for the period from 1937 to 
2014 the mean change in annual precipi-
tation is only 0.35 mm per year, the mean 
precipitation being 861 mm per year) 
while the mean summer air temperature 
increased.

We are also interested in finding the total 
area of glaciers. This area can be calculat-
ed in the following way. Let us assume 
that, under conditions of shrinkage of 
glaciation, the size distribution of glaciers 
remains the same (Glazirin 1991). The in-
tegral distribution of glaciers according 
to the inventory of 2010 (Semakova et al. 
2016) is shown in Fig. 4. Taking into con-
sideration the shrinkage of total glacial 
area and decrease in number of glaciers, 
the upper part of this distribution is cut off, 
so the remaining maximum value of the 
distribution is its new area.

Fig. 4. Integral distribution of the glaciers in the study area according to the inventory 
data from 2010; n - numbers of glaciers, ranked by the increase of their area

Xa(CELA) = Xa(Zst) (1+ k(CELA Zst)). (3)
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We tried to estimate the reliability of the 
method by comparing the actual and cal-
culated number of glaciers obtained in 
the result of the second and third inven-
tories (1978 and 2010) using k and m(dZ) 
parameters found from the first catalogue 
of data (1957).

The calculated number of glaciers (95) at 
the time of the second inventory almost 
coincided with the actual number (94 gla-
ciers with a total area of 52.6 km2). For the 
third inventory, the calculated number of 
glaciers (91) slightly exceeded its actual 
number (83, with a total area of 42.2 km2). 
This information allows us to judge the re-
liability of the methodology. Unfortunate-
ly, it is not possible to assess this reliability 
more generally because for the period 
between the first, second, and third inven-
tories the climate has not changed signifi-
cantly. The mean summer air temperature 
at Pskem station for the period of 1947-
1957 was equal to 20.5°C, for the period of 
1968-1978 it was 20.7°C, and for the period 
of 2000-2010 it was 20.9°C. The mean an-
nual precipitation sums for the respective 
periods were 868, 885 and 892 mm per 
year. Given that the method is based on 
reliable and proven regularities we hope 
that the accuracy will be quite satisfactory, 
at least in the case of an insignificant de-
viation from modern climatic conditions.

RESULTS

The estimation was done on the assump-
tion that the mean summer air tempera-
ture (ΔT) would rise by 0.5, 1.0, 1.5, and 
2.0°C, which are appropriate values ac-
cording to long-term climate change 
forecasts (Nikulina, Spectorman 1998). The 
change in the parameters of glaciation 

was determined according to the latest 
glacier inventory (2010). The table shows 
the values of CELA, the number of glaciers 
(N), and their total area (F) under possible 
air temperature increases. 

As we see, with a temperature increase of 
0.5°C CELA increases by 60-70 m. The num-
ber of glaciers decreases on average by 11 
glaciers and glaciation area decreases sig-
nificantly. We should note that glaciation 
persists in the study area even under such 
a significant air temperature increase.

It should be mentioned that the calcula-
tion allows us only to estimate stationary 
glaciation, i. e., when it has fully adapted to 
new climatic conditions. The period of ad-
aptation is not expected to be a long one, 
given the small size of the glaciers. We as-
sume that it should be equal to 11 years.

DISCUSSION AND CONCLUSION

We propose a method for estimating the 
change in the parameters of dispersed 
glaciation under conditions of climate 
change. It should be noted that the meth-
od can be used even when no direct data 
are available on the relationship between 
the climate and the area of glaciation of a 
certain region, i.e., when only meteorolog-
ical data from the nearest meteorological 
stations and a single glacier inventory are 
available.

The relationship presented in Fig. 3 will 
apparently differ in other mountainous re-
gions, because the specifics of orography, 
and various vertical gradients of air tem-
perature and precipitation, are different. 
It is desirable to find an individual relation 
for each region, and also the relation be-

Table 1. Characteristics of the study area glaciation under given changes in the mean 
summer air temperature

∆Т, 0С

0 0,5 1 1,5 2

CELA, km 3.98 4.05 4.11 4.18 4.24

N 83 79 64 51 40

F, km2 42.2 33.7 17.7 10.6 6.5
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tween the calculated number of glaciers 
and their total area. In the interest of im-
proving accuracy the proposed method, 
namely, that of using integral distribution 
of glaciers, has to be improved in the fu-
ture. It should be noted that the method 
can even be used for areas where there 
are only single glaciers, or where only 
their traces are preserved (Glazirin and 
Escher-Vetter 1998; Glazirin et al. 2000).

We emphasize that this method is only 
suitable for calculating the reduction of 
glaciation in situations and terrains where 
the style of glaciation may properly be 
described as dispersed. And, it may not 
be suitable for calculating the increase in 
glaciation when new, small glaciers are 

forming, and existing glaciers are grow-
ing in size, or when glaciers are merging 
so as to lead to formation of large, com-
plex glaciers: it can happen that the area 
of glaciation increases but the number of 
glaciers decreases. It is obvious that statis-
tical regularities in the numbers of glaciers, 
as they are distributed by altitude zones, 
may change, and the relationships of the 
type shown in Fig. 3 may change as well.
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VARIABILITY AND CHANGES Of THE 
GROwING SEASON LENGTH AND fROST 
DAYS NUMBER IN RUSSIAN SUB-ARCTIC 

Igor I. Zveryaev1* and Alexey V. Arkhipkin1

1 Shirshov Institute of Oceanology, Russian Academy of Sciences, Moscow, Russia
*Corresponding author: igorz@sail.msk.ru

ABSTRACT. Observational data from the Russian sub-Arctic stations are used to investigate 
long-term variability of the growing season length (GSL) and the number of frost days (FD) 
in 1949-2013. Consistent with the global warming pattern we find a trend-like increase 
(decrease) of GSL (FD) which is evident since early 1970th of the last century. These trend-
like changes are best pronounced at Western stations (i.e. in European Russia and western 
Siberia) and they are essentially smaller to the East. Although we find some significant 
links to regional teleconnections (such as Scandinavian, East Atlantic and West Pacific 
teleconnections), in general our results imply rather weak impact of large scale atmospheric 
dynamics on interannual variability of GSL and FD. Further analysis of correlations between 
GSL and FD on the one side and snow cover on the other side revealed generally stronger 
links to snow cover compared to teleconnections. However, revealed links to regional 
atmospheric teleconnections and snow cover are significantly impacted by the linear 
trends. In general, our results imply that compared to large scale atmospheric dynamics 
impacting interannual variability, snow cover (being a result of wintertime synoptic 
activity) plays a more important role in decadal-interdecadal variations of GSL and FD in 
Russian sub-Arctic, which may have some value regarding predictability of the summer 
climate in the region.

kEY wORDS: Growing season, frost days, snow cover, teleconnections, northern Eurasia, 
climate variability and change

CITATION: Igor I. zveryaev and Alexey V. Arkhipkin (2018) Variability and Changes of 
the Growing Season Length and Frost Days Number in Russian sub-Arctic . Geography, 
Environment, Sustainability,  Vol.12, No 1, p. 13-22
DOI-10.24057/2071-9388-2018-55

INTRODUCTION

The growing season length (GSL) and 
number of frost days (FD) are among 
the most important climate indices (e.g., 
zhang et al. 2011; Donat et al. 2013). Re-
cent studies demonstrate increasing evi-
dences of changes in air temperature and 
thus the GSL particularly in the Northern 
Hemisphere (Frich et al. 2002; Song et al. 
2010). An increase in GSL have been not-

ed in the late twentieth century through 
analysis of satellite data and phonological 
and meteorological observations (Linder-
holm 2006). The GSL variability appears as 
an important indicator of climate change. 
Myneni et al. (1997) showed that increases 
in the photosynthetic activity of terrestri-
al vegetation, as seen from satellite data, 
have been associated with increase of the 
GSL. IPCC (2013) affirms that the projected 
climate change will further increase GSL. 
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Thus, in some areas, such as high north-
ern latitudes, an increased GSL along with 
a warmer climate might have a positive 
effect on crop production and possibly 
increase the harvests and seasonal yields.

The occurrence of freezing conditions is 
an integral element of a regional ecosys-
tem processes, recreational activities and 
economy. Several studies revealed a clear 
trend towards fewer low temperature ex-
tremes in the late twentieth century over 
all continents (e.g., Horton et al. 2001; 
Kunkel et al. 2004). The global analysis 
of climate extreme indices by Frich et al. 
(2002) revealed the evidence of fewer frost 
days in much of the middle and high lati-
tudes of the Northern Hemisphere during 
the second half of the twentieth century. 
Alexander et al. (2006) found significant 
decrease in the annual number of frost 
days over Western Europe and large parts 
of Russia during the period 1951-2003. 
Bartoly and Pongrácz (2007) detected a 
decreasing number of cold nights, severe 
cold days and frost days between 1961 
and 2001.

It should be noted however that charac-
teristics of interannual variability of GSL 
and FD vary significantly from region to 
region. Thus, a large degree of uncertainty 
remains regarding GSL and FD variability 
in such under sampled region as Russian 
sub-Arctic during recent decades, a time 
period characterized by the most inten-
sive climate warming. Recently available 
observational data sets provide a good 
opportunity to address this issue.

In the present study we therefore aim to 
examine variability and changes in GSL 
and FD in Russian sub-Arctic and investi-
gate possible mechanisms driving (or im-
pacting) these variability and changes. The 
data used and the analysis methods are 
described in Materials and Methods sec-
tion. The major results of undertaken anal-
ysis are presented and briefly discussed 
in Results and Discussion. Finally, major 
conclusions of the study are formulated in 
Conclusions section.

MATERIALS AND METHODS

In this study we use the growing season 
length (GSL) and number of frost days (FD) 
data for 1949-2013 which are calculated 
basing on Global Historical Climatology 
Network (GHCN) daily station dataset. Both 
GSL and FD are among the key climate in-
dices recommended by the Expert Team 
on Climate Change Detection and Indices 
(ETCCDI, e.g., zhang et al. 2011). In essence 
GSL is an annual number of days between 
the first occurrence of 6 consecutive days 
with daily mean temperature exceeding 
5ºC and first occurrence of 6 consecutive 
days with daily mean temperature below 
5ºC. For the Northern Hemisphere this is 
calculated from January 1 to December 
31. FD is annual number of days when 
minimum temperature is below 0ºC. These 
data are provided by the Climate Change 
Research Centre, University of New South 
Wales (e.g., Donat et al. 2013) and public-
ly available at www.climdex.org. Based on 
the criteria of time series length and ab-
sence of gaps, for our analysis, we select-
ed 8 Russian sub-Arctic stations which are 
indicated in Fig. 1. It should be mentioned 
that, in general, Russian sub-Arctic is not 
well covered by observations (see e.g. Fig. 
1 in Alexander et al. 2006). Nevertheless, 
the stations selected for present study, are 
relatively evenly distributed in west – east 
direction, though the number of stations 
in the eastern part of the region is obvi-
ously smaller.

To investigate possible links between in-
terannual variability of GSL and FD in Rus-
sian sub-Arctic and regional atmospheric 
circulation we use indices of the major 
teleconnection patterns that have been 
documented and described by Barnston 
and Livezey (1987). The patterns and in-
dices were obtained by applying rotated 
principal component analysis (e.g., Han-
nachi et al. 2007) to standardized 500hPa 
height anomalies in the Northern Hemi-
sphere. The teleconnection patterns used 
here include the North Atlantic (NAO), East 
Atlantic (EA), East Atlantic – West Russia 
(EAWR), Polar – Eurasia (POL), West Pacific 
(WP) and the Scandinavian (SCA) patterns.  
Their regularly updated indices, covering 
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the period 1950 – present, are available 
from the NOAA Climate Prediction Centre 
(CPC) website (www.cpc.ncep.noaa.gov/
data/teledoc/telecontents. html). Further 
details on the teleconnection pattern 
calculation procedures can be found in 
Barnston and Livezey (1987) and at the 
CPC website. These indices have been 
curtailed to match the period of our anal-
ysis. To briefly examine possible impact of 
snow cover on the GSL and FD variability, 
we make use of the snow water equiva-
lent (SWE) data from the GlobSnow data-
set (Takala et al. 2011) which are satellite 
data provided on the grid with 25km spa-
tial resolution.

Long-term linear trends of GSL and FD 
were estimated by least squares (e.g., 
Wilks 1995) at each station. Statistical sig-
nificance of trend estimates was assessed 
according to a Student t-test (Bendat and 
Piersol 1966). Conventional correlation 
analysis has been applied to study links 
to teleconnection patterns and snow 
cover. In this study we consider simul-
taneous connections between GSL and 
FD and major teleconnection patterns 
as well as snow cover. According to the 
Student t-test (Bendat and Piersol 1966), 
the minimum significant correlation coef-
ficient between the time series analyzed 
is 0.24 for the 5% significance level. Since 
the significance level of the correlation 
coefficient might be reduced if the time 
series are influenced by autocorrelation, 
the potential impact of autocorrelation on 
the estimation of significance of correla-
tion coefficients has been examined. Sig-
nificant autocorrelations have not been 
found in analyzed time series which is 

expected since each value is separated by 
1 year. It should be emphasized that sta-
tistical methods used in this study imply 
that only linear relationships between an-
alyzed variables are addressed.

RESULTS AND DISCUSSION

The time series of GSL and FD calculated 
for 8 Russian sub-Arctic stations are shown 
respectively at Fig. 2 and 3. Obviously, 
both GSL and FD vary significantly at in-
terannual and decadal - interdecadal time 
scales. The major feature in GSL variability 
is an upward trend starting from the early 
70-ties which is best pronounced at the 
more westerly located stations (Fig. 2). In 
particular, the largest trends are found in 
Vytegra and Pechora reflecting an increase 
in GSL of 8.0 and 8.3 days per decade re-
spectively (Table 1). In contrast, respective 
trends in easterly located Suntar (2.6 day/
decade) and Sejmchan (2.4 day/decade) 
are not statistically significant. It is worth 
noting that decadal scale GSL variations in 
earlier (i.e., before 70-ties) period are also 
better pronounced at western stations of 
Russian sub-Arctic (Fig. 2). Although these 
results (i.e., increase in GSL) are broadly 
consistent with the global warming trend 
and its recent intensification (e.g., Bindoff 
et al. 2013; IPCC 2013), it should be noted 
that this intensification began in late 70-
ties, somewhat later than above described 
trends in GSL.

Contrasting to GSL, the major feature in 
FD variability is a downward trend also 
starting in early 70-ties and also better 
pronounced at the more westerly locat-
ed stations (Fig. 3). Particularly, the largest 
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Fig. 1. Russian sub-Arctic stations under analysis
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negative trends of FD are found in Arhan-
gelsk and Kotlas reflecting a decrease in 
FD of 6.6 and 6.0 days per decade respec-
tively (Table 1). Again, similar to GSL, neg-
ative trends of FD at the easterly located 
stations are relatively small and statistically 
insignificant (Fig. 3). Note however, that 
at Sejmchan a strong negative trend (-7.9 
day/decade) of FD is evident starting from 
late 80-ties (Fig. 3h). This might indicate a 
different (compared to more westerly lo-
cated stations) origin of this downward 
trend of FD. Although GSL and FD basical-
ly characterize different seasons, it should 
be stressed that these climate indices are 

not completely independent and demon-
strate statistically significant negative cor-
relations varying from -0.49 (-0.46) at Se-
jmchan to -0.77 (-0.74) at Aleksandrovskoe. 
Note, correlations between respective 
de-trended time series (shown in paren-
theses) are only slightly smaller.

We further briefly examine possible links 
between GSL and FD variability and some 
regional teleconnections (Barnston and 
Livezey 1987). In general, correlations be-
tween GSL and FD time series and sea-
sonally averaged indices of regional tele-
connections are not very large although in 
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Fig. 2. Time series of GSL at Russian sub-Arctic stations. Green curves indicate running 
means (7-yr window). Black line indicates linear trend



many cases they are statistically significant 
at 5% significance level according to Stu-
dent t-test (Bendat and Piersol 1966). Thus, 
we mention here only the largest among 
estimated correlations (Table 2). For GSL 
(i.e., for summer season) we found relative-
ly large (-0.35) correlation between GSL 
at the most westerly located (see Fig. 1) 
Vytegra station and the SCA teleconnec-
tion index. Another relatively large (-0.37) 
detected correlation is that between GSL 
at the most easterly located Sejmchan 
station and the WP teleconnection in-
dex (Table 2). Note, we do not find large 
correlations for other stations located be-

tween Vytegra and Sejmchan. This basi-
cally means that interannual variability of 
GSL in Siberia is not impacted significantly 
by examined teleconnections that most-
ly active in the North Atlantic and Pacific 
sectors. For FD the largest correlations are 
found at Vytegra (-0.37) and Suntar (-0.38), 
in both cases with the EA teleconnection. 
At Suntar we also found relatively large 
(0.35) correlation between FD and the POL 
teleconnection. 

It is obvious that considered correlations 
might be impacted by the linear trends re-
vealed in original time series of GSL and FD 

Fig. 3. Time series of FD at Russian sub-Arctic stations. Green curves indicate running 
means (7-yr window). Black line indicates linear trend
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(Fig. 2 and 3). To examine the role of linear 
trends, we removed the trends from origi-
nal time series, and estimated correlations 
for de-trended time series. As expected, 
correlations for de-trended time series 
are generally lower than those for origi-
nal time series (Table 2). It is important to 
note that correlations for de-trended GSL 
time series are only slightly smaller and 
remain statistically significant. In contrast, 
correlations for de-trended FD time series 
are very small and statistically insignificant. 
Thus, the trends revealed in time series of 
GSL and FD do indeed impact detected 
links to regional teleconnections, and this 
impact is stronger for FD time series.

Finally, we investigate links to SWE, which 
is the key characteristic of snow cover. To 
do this we examine correlations between 
GSL and FD indices at each station and 
gridded SWE field in northern Eurasia. 
As a general tendency, we note that for 
each station the largest correlations to 
SWE are detected (not shown) in the end 
of cold season, in March-April, when sea-
sonal snow accumulation is the largest. 
This result is physically reasonable since 
anomalously large (small) snow cover 
at the end of cold season favors longer 

(shorter) winter season and thus, negative 
(positive) anomalies of GSL and opposite 
anomalies of FD. Another principal result 
is that correlations to SWE (especially in 
the nearby regions) are generally larger 
than above considered correlations to 
regional teleconnections. This implies rel-
ative importance of the local processes 
in interannual variability of GSL and FD in 
Russian sub-Arctic. As illustration in Fig. 4 
we show some of the obtained correlation 
patterns. Rather high and significant neg-
ative correlations between GSL at Pechora 
station and SWE in April are revealed over 
extensive region of northern European 
Russia and western Siberia (Fig. 4a). As 
expected, the largest (reaching -0.6) cor-
relations are detected in the area close to 
the station. Somewhat similar correlation 
pattern is obtained for GSL at Aleksan-
drovskoe (Fig. 4b), however, the correla-
tions are generally larger and the region 
of largest correlations is more extensive. 
This might indicate increasing role of local 
interactions in more continental climate. 
Correlation pattern for FD at Arhangelsk 
reveals an extensive region of significant 
positive correlations over northern Euro-
pean Russia and northern part of western 
Siberia (Fig. 4c), which generally suggest 
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Table 1. Linear trends (in days per decade) in growing season length (GSL) and frost 
days (FD) number at Russian sub-Arctic stations for 1971-2013. The trends that 

statistically significant at 5% level are shown in italics

Table 2. Correlations between GSL and FD and indices of regional teleconnections. 
Correlations for de-trended time series are presented in parentheses. Correlations 

that statistically significant at 5% level are shown in italics

VYT ARH KOT PEC ALE VER SUN SEJ

GSL 8.0 5.1 5.8 8.3 7.4 5.9 2.6 2.4

FD -5.4 -6.6 -6.0 -5.7 -4.6 -2.6 -2.1 -2.5

GSL

VYTEGRA - SCA -0.35 (-0.30)

SEJMCHAN - WP -0.37 (-0.29)

FD

VYTEGRA - EA -0.37 (-0.19)

SUNTAR - EA -0.38 (-0.11)

SUNTAR - POL 0.35 (0.13)
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that positive (negative) SWE anomalies 
result in increased (decreased) FD num-
ber. Very large (exceeding 0.7) positive 
correlations to SWE in northeastern part 
of Eurasia are also found for FD at Sejm-
chan station (Fig. 4d). We further exam-
ine links between de-trended time series 
of GSL, FD and SWE. As seen from Fig. 5, 
obtained correlation patterns differ signifi-
cantly from respective patterns for original 
time series (Fig. 4). Correlations are not 
only significantly smaller (e.g. correlations 
between FD at Arhangelsk and SWE over 

northern part of western Siberia, Fig. 5c), 
but in many cases (regions) change sign. 
For example, large positive correlations 
between FD at Sejmchan and SWE detect-
ed in delta of the Ob river (Obskaya guba) 
and in Kolyma region (eastern Siberia, Fig. 
4d), after de-trending change sign and be-
come negative ones (Fig. 5d).

Thus, overall our results imply rather tight 
links between GSL and FD at Russian 
sub-Arctic stations and regional snow 
cover variations. These links, however, are 
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Fig. 4. Correlations between SWE in April and GSL at Pechora (a), GSL at 
Aleksandrovskoe (b), FD at Arhangelsk (c) and FD at Sejmchan (d). Red (blue) color 

indicates positive (negative) correlations
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strongly impacted by linear trends re-
vealed during recent decades. This is in-
deed indicative of differing character of 
interactions between considered param-
eters at different (i.e. interannual versus 
deacadal-interdecadal) time scales. Al-
though impact of atmospheric dynamics 
(expressed by teleconnections) on GSL 
and FD is generally weaker (compared to 
snow cover), it should be stressed that it 
acts on the shorter (i.e. interannual) time 
scale while impact of snow cover is more 
pronounced at decadal-interdecadal time 
scales.

CONCLUSIONS

This study is an investigation of interan-
nual variability of GSL and FD in Russian 
sub-Arctic in 1949-2013. We find signifi-
cant upward and downward trends in GSL 
and FD respectively. Though these trends 
are broadly consistent with the global 
warming trend (e.g., Bindoff et al. 2013; 
IPCC 2013), it should be stressed that de-
tected trends in GSL and FD are evident 
only since early 70-ties. Before that, at 
some stations even opposite trends can 
be observed. It is also important to em-
phasize that detected trends in GSL and 

Fig. 5. Same as Fig. 4, but for de-trended time series
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FD are stronger and more significant at 
western stations compared to easterly lo-
cated stations. 

Regarding interannual variability, we 
found rather moderate impact of the SCA 
teleconnection on GSL variability at Vyteg-
ra, and an impact of the WP teleconnec-
tion on GSL at Sejmchan station. During 
winter the EA teleconnection impacts FD 
variability at Vytegra and Suntar. Thus, GSL 
and FD variability at majority of consid-
ered stations (particularly in Siberia) is not 
significantly influenced by regional tele-
connections (Barnston and Livezey 1987). 
Moreover, even significant correlations to 
teleconnections are impacted by linear 
trends. This impact is particularly strong 
for FD time series (Table 2).

We also explored links between GSL and 
FD variability at selected Russian sub-Arc-
tic stations and snow cover (character-
ized by SWE) variations in northern Eur-
asia. While we leave in depth analysis of 
these links for the further study, it should 
be stressed that the present analysis re-
veals generally stronger links to SWE than 
that to teleconnections. As expected the 
largest correlations to SWE are detected 
in the areas around respective stations. 

Altogether these results imply that com-
pared to large scale atmospheric dynam-
ics (characterized by teleconnections) 
which impacts (in some regions) GSL and 
FD on interannual time scale, snow cover 
formed by winter synoptic activity, plays 
a more important role in longer-term (i.e., 
decadal-interdecadal) variability of GSL 
and FD in Russian sub-Arctic. Both links to 
regional teleconnections and links to SWE 
are greatly impacted by detected linear 
trends. In this regard, a detailed analysis of 
such links at different time scales is need-
ed, and will be undertaken in our further 
studies.
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ABSTRACT. Measurements of summer mass balance Bs, made over the period 1946-2016, 
on 56 continental glaciers, located in the basins of mountain rivers in 14 countries, were 
analysed for the purpose of resolving several tasks: (a) constructing physically based 
interrelations between river flow Wbas and Bs; (b) estimating the representativeness of 
local measurement of Bs for enhancement of hydrological computations and for control 
of modelled values Wbas; and (c) use of time series of Bs for the evaluation of norms and 
extrema of Wbas. Results of the study of the outlined problem serve as the basis for making 
the transition of local glaciological characteristics to the basin-wide level by using the 
relationship between runoff and summer balance of glaciers. It includes also analysis and 
conclusions on the spatial and temporal homogeneity of averaging glaciological mass 
balance data by the sampling method.

KEy WORDS: summer mass balance, glacier runoff, glaciers representativeness, extremes and 
norm, multi-year series, statistical averaging
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INTRODUCTION AND OBJECTIVE 
OF THE STUDy

According to the definitions in Kotlyakov 
(1984), Kotlyakov and Smolyarova (1990), 
and Cogley et al. (2011), the summer balance 
Bs is equal to the change in the glacier’s mass 
starting from the time of maximum of snow 
accumulation to the end of the ablation pe-
riod. During this interval of time, it is possi-
ble to determine the integral value of Bs as a 
whole for the season, or for the specific ten 
days/months inside the year. As a result of 
applying the best methods and techniques 
of measurements, the obtained volume of Bs 

characterizes output of melt water from the 
area of a glacier, which is necessary to calcu-
late and forecast the river’s runoff formed by 
the melting snow and ice.
 
At present, the continuous measurements 
Bs with the minimal number Nmin ≥ 10 of 
yearly data during 1946-2016 are available 
(Dyurgerov and Meier 2005; Fluctuations of 
Glaciers Database 2017) on a 56 continental 
glaciers, which distributed extremely un-
evenly on the Earth, see Fig. 1. Similar spa-
tio-temporal distributions of annual mass 
balance Ba for 144 glaciers illustrates Fig. 
3a-b, prepared by data from (Mernild et al. 
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2013). For this figure, we used decadal aver-
ages of Ba during 1971-2008. 

The list of 56 glaciers selected for Bs analysis 
is given in the Table A1. In this set of data, 
the adopted value of Nmin satisfies more or 
less to statistical requirements for correct 
averaging. Principally, such empirical sample 
have to be equal to not less than 15 years. 
However, following known rules of statistic 
leads to diminishing the size of glacier sam-
ple. In particular, at Nmin ≥ 15 it will consist 45 
instead of 56 glaciers with long-term asyn-
chronous data of Bs. Zemp et al. (2015) con-
cluded, that for climate change assessments 
with >30 observation years, the glaciological 
dataset currently contains 37 reference gla-
ciers.

There are exist opinion (Dyurgerov and Mei-
er 2005; Zemp et al. 2009; Fluctuations of Gla-
ciers Database 2017, and many others), that 
glaciers, included in WGMS mass balance 
network are considered  a priori as reference 
or representative for regional/global mon-
itoring of changes in the annual mass bal-
ance Ba and its components (winter Bw and 
summer Bs balances) in glacier populations. 
Analysis (Kotlyakov et al. 1997; Braithwaite 
2009; Fountain 2009; Konovalov 2015; Zemp 
et al. 2009) based on the 60-years informa-
tion on Ba, Bw and Bs at such reference gla-
ciers has revealed the following properties 
of the WGMS network for measurements the 
glacier mass balance. 1) Selection of the so-
called “representative/benchmark” glaciers is 
often basing on the principle of lowest cost 
for fieldwork instead of previous analyzing 
the spatial distribution of area, altitude-mor-
phological and other characteristics of gla-
ciers in the corresponding population. 2) 
Predominance of European data leads to 

distortion of global average values of annual 
and summer mass balances of glaciers. The 
amount of distortion is unknown because 
averaging measurements on “reference” 
glaciers ignores regional accumulation and 
ablation patterns. 3) Completeness of the 
series and the timing of observations is very 
low, due to many omissions.

The other problem of using initial data on Bs 
(Dyurgerov and Meier 2005; Fluctuations of 
Glaciers Database 2017) for regional/global 
averaging is their significant asynchrony. Ta-
ble 1 illustrates the asynchrony of Bs yearly 
data in ten-year periods during 1946-2015.

Currently, the vast majority of glaciological 
publications contain climatic, physical and 
dynamic characteristics on the regime of 
individual glaciers having local spatial and 
temporal distribution. The peculiarity of 
calculations and forecasts of runoff at the 
scale of mountain watersheds is the necessity 
of estimating the annual/seasonal volume 
of melt water Wbas=Wsnow+Wgl formed on the 
total area of Fbas river basin, above the outlet 
hydrologic station. Here Wsnow is the volume 
of snowmelt and Wgl – is glacier runoff. In 
models (e.g. Borovikova et al. 1972; Rets et 
al. 2011, 2017,2018; WaSiM Model 2015) for 
rivers of snow-glacial type, the catchment 
area presented as a set of elementary sites ha-
ving known plane and altitude coordinates, 
parameters of exposure and slope of the 
surface. The total volume of water formed at 
all elementary sites is using to transform it 
into a flow hydrograph. In order to assess the 
quality of modeled Wbas we may use the initial 
measurements of ablation/summer mass 
balance. Similar assessment the modeled 
values of Wbas can be performed by comparing 
the measured runoff and calculated one on 

Table 1. Density of WGMS network for spatial and temporal averaging of total data on Bs

M – is actual number of measurements Bs for ten-years, M1 % – is percentage of M from possible 
maximum M0 = Ngl*10, where Ngl is total number of selected glaciers in the each decade, i.e. 56 in 

our case.

Index
Ten-year time intervals

1946-55 1956-65 1966-75 1976-85 1986-95 1996-2005 2006-2015

M 20 109 293 337 381 304 219

M1 % 3.4 18.5 49.7 57.1 64.6 51.5 37.1
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Fig. 1.  Number of years with Bs data on glaciers in different states within 1946-2016. 
Reference on source of information see in the text

Fig. 2.  Monthly runoff of Vernagtferner River in May-October. 
Reference on data source see in the text

Fig. 3.  Temporal distribution of Ba data (a), and spatial distribution of averaged Ba data (b)
Reference on source of information for figures a-b see in the text

(a) (b)
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the basis of application the equation of 
the annual water balance (Konovalov 2014; 
Konovalov 2015; Konovalov and Pimankina 
2016). 

The objectives of our research are the fol-
lowing. a) To understand how suitable cur-
rent Bs data in (Dyurgerov and Meier 2005; 
Fluctuations of Glaciers Database 2017) for 
statistically substantiated spatial and tempo-
ral averaging. It means that our assessment 
concerns only existence or absence of data 
and not of their quality. The last one charac-
teristic needs rigorous analysis for each case, 
but not fulfilled yet, and one may discover 
not compatible data of Bs for the same gla-
cier in different sources. (b) To study physi-
cally based relationships between Wbas and 
Bs for simplified verification of modelled val-
ues of Wbas. c) To use time series Bs to charac-
terize the norms and extremes of Wbas. d) To 
verify the possibility of spatial extrapolation 
of Bs data, obtained on glaciers, which have 
been considered as representative/refer-
ence in the WGMS network.

STUDy REGION, OBJECTS AND METHODS

The regions of and subjects for the present 
study are continental glaciers of the Earth, 
contained in the system of WGMS - World 

Glaciers Monitoring Service (Dyurgerov and 
Meier 2005; Fluctuations of Glaciers Data-
base 2017). Several glaciers suitable for our 
analysis are in the Table 2. Their number is 
mainly limited of extremely rare or inaccessi-
ble hydrological information at runoff mea-
surement stations, have located near the 
glaciers with Ba, Bw and Bs data. Information 
on the runoff for the rivers of snow-glacial 
type are taken from the special glaciolog-
ical editions and hydrological reference 
books such as the following: Glacier Aktru 
1987; Bodo 2000; Dahlke et al. 2012; Glacier 
Djankuat 1978; Escher-Vetter and Reinwarth 
1994; Kamnyanskiy 2001; Krimmel 2000; 
USGS Alaska Water Science Center; Vilesov 
and Uvarov 2001. At selecting the time inter-
val for averaging the runoff and Bs data, took 
into account the interannual distribution of 
runoff at the hydrological stations near the 
glaciers. A typical example of such distri-
bution presented in Fig. 2. Source of data is 
Escher-Vetter and Reinwarth (1994).

High level correlation dependences Q=f(Bs), 
presented in the Table 2, serve as a basis for 
obtaining empirical functions of distribution 
for Q and Bs, building links between statis-
tical probability (Prob) of flow and summer 
mass balance, and ultimately assessing the 
probability of extreme flow values.

Table 2. Studied glaciers and correlation between runoff Q and summer mass balance Bs

Definition of symbols: R2 is coefficient of determination; Fbas is area of basin above site of runoff 
measurement, km2; Fgl 1 is area of reference glacier, km2; Fgl 2 = Fgl 1/Fbas in %. Hence, value Fgl 2 
reflects significance of reference glacier in a area of basin; N is nimber of measurement years; Q1 is 
average of Q(VI-VIII) as f(Bs), Q2 is average of Q(VI-IX) as f(Bs), Q3 is average of Q(VI-X) as f(Bs), Q4 is 
average of Q(V-X) as f(Bs), V-X are the months May throuigh October.

State Glacier name Fbas Fgl 1 Fgl 2 N
R2

Q1 Q2 Q3 Q4

Kyrgyzstan Abramova 55.5 26.1 47.0 21 0.80 0.84 0.84 0.89

Austria Vernagtferner 11.4 9.3 81.6 31 0.82 0.91 0.92 0.91

Russia Djankuat 8.0 3.1 38.8 6 0.80 0.87 0.95

Russia Maly Aktru 36.0 2.5 6.9 7 0.56 0.85 0.85

Kazakhstan Centralny Tyuksu 21.0 2.9 13.7 22 0.36 0.22 0.31 0.22

USA Wolverine 31.3 18.0 57.5 37 0.22 0.25 0.26 0.27

Sweden Stor 19.6 3.1 15.9 16 0.15 0.15 0.15 0.12
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Calculations of probabilities Q and Bs (em-
pirical non-exceedance X>xi) were done by 
the method from (Alexeev 1971):

   
   

where m(xi ) = 1, 2, ..., Ni - the sequence 
numbers of the values xi after their arrange-
ment in descending order.

Besides the determing empirical functions 
of distribution Q and Bs, there  included 
selection of the most appropriate type of 
standard function of probability distribu-
tion (see parameter Freq Bs in the Table 
3). The computer program in (Oosterbaan 
1994) used for that purpose.

RESULTS AND DISCUSSION 

In principle, the process of runoff forma-
tion from the glacier area and from the 
not glaciated surface measured on a point, 
located near the terminus of the glacier, 
includes such closely related character-
istics as the intensity of melting, air tem-
perature, solar radiation, clouds, and water 
vapor pressure in the air. This fact serves as 
a justification for the search for correlation 

Q=f(Bs), which turned out to be quite suc-
cessful on the example of four glaciers from 
seven in the Table 2. Variation in the coeffi-
cient R2 for Q = f(Bs) in the other three cases 
need further study, and they may be due to 
inaccuracies in determining the flow and/
or summer balance Bs of glaciers, which 
was corrected (e.g. Dyurgerov and Meier 
2005; Fluctuations of Glaciers Database 
2017) and turned out to be not compatible 
in different sources of data.

Examples of subsequent use of depen-
dencies Q = f(Bs) on the Vernagtferner 
and Abramova glaciers, used to obtain 
equations Prob=f(Bs), Freq Bs=f(Bs), Prob 
Y1÷Y4=f(Prob Bs), are presented in the table 
3. Here Prob is statistical probability, and 
Freq Bs is the equation of the chosen stan-
dard function of probability distribution.
 
Forcing the line of dependences Prob Y1÷Y4 
= f(Prob Bs) through the origin of the coor-
dinate axes in order to estimate the influ-
ence of the runoff from the non-glacial part 
of the basin leads to a slight decrease in the 
determination coefficient R2. In this case, 
the values of R2 for the glaciers Abramova 
and Hintereisferner in the order Y1÷Y4, as 

(1)

Table 3. Formulas for calculating the distribution functions of the mass balance Bs

Definition of symbols: Bs is summer mass balance, mm; Prob Bs is Bs statistical probability by 
formula (1), in %; Freq Bs is integral function of distribution, %; R2 is coefficient of determination; 
Y1 is equation to calculate Prob Q(Jun-Aug) as function of Prob Bs, Y2 is equation to calculate Prob 
Q(Jun-Sep) as function of Prob Bs, Y3 is equation to calculate Prob Q(Jun-Oct) as function of Prob 
Bs, Y4 is equation to calculate Prob Q(May-Oct) as function of Prob Bs, ∆ is RMS error of calculating 
Prob Y1÷Y4, in %

Abramova Glacier Vernagtferner Glacier

Prob Bs /
Freq Bs

Prob Y1÷Y4=
=f(Prob Bs); (∆)

R2 Prob Bs /
Freq Bs

Prob Y1÷Y4=
f(Prob Bs) (∆)

R2

Prob Bs = 
-0.05Bs + 137.1

R2 =0.97

Y1 = 0.89 Prob Bs + 
+5.5; ∆=13.1

0.79 Prob Bs = -0.05 
Bs +126.0
R2= 0.98

Y1 = 0.92 Bs+3.9; 
∆=11.2

0.85

Y2 = 0.85 Prob Bs + 
+7.6; ∆=15.3

0.72
Y2 = 0.93 Bs+3.5; 

∆=10.6
0.86

Freq Bs =
=1/{1+

+exp(A Bs+B)}

Y3 = 0.86 Prob Bs + 
+6.9; ∆=14.6

0.74
Freq Bs = 
=1/{1+

+exp(A Bs
E+B)}

Y3 = 0.95 Bs+2.5; 
∆=9.0

0.90

A= -0.00246
B=4.6

Y4= 0.85 Prob Bs + 
+7.5; ∆=15.2

0.72
E = 0.750

A= -2.29E-002
B=5.13

Y4 = 0.94 Bs+2.9; 
∆=9.6

0.89
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in Table 3, are as follows: 0.78 (13.4), 0.70 
(15.8), 0.73 (14.7), 0.70 (15.7) and 0.85 (11.3), 
0.86 (10.8), 0.90 (9.1), 0.89 (9.7); the number 
in parentheses are the rms error of calcula-
tion Prob Y1÷Y4, in%.

As an analogue of the glacial flow Wgl, it is 
also possible to use other known charac-
teristics: data on the annual mass balance 
Ba, AAR, relationships between areas of ac-
cumulation and the entire glacier, and ELA, 
altitudinal boundary of equality between 
accumulation and ablation at the end of 
the ablation period. Annual information on 
the listed variables (except ELA) for 1971-
2008 is contained in the work of Mernild et 
al. (2013). For glaciers in Table 3 it was not 
found to be useful to replace Wgl with Ba.

Spatial and temporal homogeneity of av-
eraging mass balance data by sampling 
method

It is known, that the modern network of 
measurements of glacier mass balance 
components (Ba, Bs, Bw) includes several 
hundred objects (Dyurgerov and Meier 
2005; Mernild et al. 2013; Zemp et al. 2015). 
Along with the diverse using of local time 
series on individual glaciers, the averaging 
of Ba and Bs is widely used on regional and 
global scales. For example, at averaging Bs 
over 10, 15, or 30 years during 1940-2016, 

in the sample remains unsynchronized 
spatial data only on consequently 56, 45, 
and 37 glaciers out of the total number 
of those in the WGMS network. Table 1 
and Tables A1-2 present data density for 
decadal averaging of Bs for 56 glaciers and 
composition of the used sample. In addi-
tion to these, Tables 4-5 characterize the 
number of RGI 6 regions, where data of Ba 
are available for spatio-temporal averaging. 
After processing such information, Zemp 
et al. (2015) have determined decade-aver-
age Ba values for 19 regions of RGI 6 (RGI 
Consortium 2017).

As can be seen, the completeness and syn-
chronicity of the time series Ba and Bs, pre-
sented in Fig. 1, 3, Tables 1, 4-5 and Tables 
A1-2, raise great doubts about the statisti-
cal validity of regional and global averages 
of Ba and Bs. Accordingly, this is reflected in 
the findings on the impact of these char-
acteristics on the associated other natural 
processes, for example, relation to the cli-
mate change, changing the level of the 
ocean, etc.

Hydrological justification of the represen-
tativeness OF Bs

Given the way in which was formed an 
empirical sample of 56 glaciers (see para-
graph Introduction and Objectives of the 

Table 4. Density of RGI 6 regions for spatial averaging of total data on Ba

Table 5. Density of decades for temporal averaging of Ba at 19 regions of RGI 6

M – is actual number of RGI 6 regions, M1 % – is percentage of M from possible maximum of RGI 6 
regions, i.e. 19 in our case.

M – is actual number of decades in RGI 6 regions, M1 % – is percentage of M from possible 
maximum of decades with Ba data in RGI 6 regions, i.e. 7 in our case.

Index
Ten-year time intervals

1941–50 1951–60 1961–70 1971–80 1981–90 1991–2000 2001–10

M 3 7 10 15 17 16 16

M1 % 15.8 36.8 52.6 78.9 89.5 84.2 84.2

Index
Numbers of RGI 6 regions

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

M 6 2 7 2 6 2 5 3 5 7 4 3 4 2 4 7 5 4 6

M1 % 86 29 100 29 86 29 71 43 71 100 57 43 57 29 57 100 71 57 86
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research), it is evident that such a scanty 
sample cannot be representative regard-
ing population of 215,547 (RGI Consortium 
2017) continental glaciers on Earth. How-
ever, an estimate of the spatial representa-
tiveness of the summer mass balance mea-
sured on individual glaciers is of interest for 
the rationalization of methods for calculat-
ing and forecasting the flow of rivers fed by 
snow and ice melt. 

The solution of this problem, obtained with 
the example of river basins in the Pamir-
Alai and Central Caucasus (see Table 6), is 
based on an assessment of the effect of 
using local measurements of Bs as one of 
the main or additional arguments in the 
equations of multiple linear regression 
for calculation of the runoff for June-Sep-
tember and June-August. In this case we 
adopted model of river runoff Wbas, as a re-
gression function of precipitation P and air 
temperature T, i.e. Wbas=f(P, T), where both 
arguments cover the certain characteristic 
intervals of time. In this combination of in-
dependent variables the seasonal air tem-
perature is considered as the index of the 
thawed component of the river flow. The 
regression analysis also includes calculat-
ing, by means of Alekseev’s method (1971), 
the relative contributions δ of independent 
variables T, P, and Bs for describing Wbas vari-
ance for VI-VIII, VI-IX, and IV-IX (June-Au-
gust, June-September, and April-Septem-

ber) seasons. The expression in order to 
estimate δ for the independent variable no 
1 has the general form:

  
 
  

where r01
2

  – is the square of paired correla-
tion between the given function, labelled 
as 0, and independent variable no 1. And 
so on for the next variable in the numerator 
of (2) and the rest of the parameters δ. 

Multi-year mass balance measurements, 
available on the Abramova and Dzhankuat 
reference glaciers (Dyurgerov and Meier 
2005; Fluctuations of Glaciers Database 
2017; Kamnyanskiy 2001), were used for 
modeling seasonal runoff Wbas in river ba-
sins of the Pamir-Alai and Central Caucasus, 
respectively. Local measurements of Bs on 
these glaciers might be considered repre-
sentative at the basin scale, if it is true that 
Bs as an additional independent variable 
provides an increase in the coefficient of 
multiple linear correlation for equation 
Wbas=f(P, T). And also, if Bs can be used in-
stead of T in the equation Wbas=f(P, T) for a 
certain basin.

After performing numerical experiments 
it is found out, that only in one catchment 
(the Akbura River) of six in the Pamir-Alai, 
the empirical equations Wbas=f(P, T) for cal-
culating the river runoff for IV-IX, VI-IX and 

(2)
1 = r01

2 / (r01
2 + r02

2 + r03
2 )

Table 6. Glaciation in some watersheds of Pamir-Alai (P-A) and Central Caucasus (CC)

R1 – coefficient of correlation for equation Wbas=f(P, T), R2 – the same parameter after using Bs 
instead of T in equation for Wbas 

River basin Outlet point Fbas, km2 δFgl=Fgl/Fbas, % R1/R2

Isfara (P-A) Tashkurgan 1560 8.3 0.78/0.73

Sokh (P-A) Sarykanda 2480 10.2 0.91/0.79

Shahimardan (P-A) Djidalik 1180 4.0 0.70/0.69

Isfayram-1 (P-A) Uchkorgon 2200 4.6 0.72/0.56

Isfayram-2 (P-A) Lyangar 697 14.6 0.76/0.60

Akbura (P-A) Papan 2200 5.0 0.82/0.83

Baksan-1 (CC) Zayukovo 2100 6.7 0.61/0.39

Baksan-2 (CC) Tegenekly 210 27.1 0.58/0.73
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VI-VIII included data of the summer mass 
balance Bs on the Abramova glacier, locat-
ed outside the Akbura basin. Here we used 
the next time averaging for the indepen-
dent variables P, T, measured at meteoro-
logical stations: P(X-IV), T(VI-VIII). 

As it seen from the Table 7, measurements 
of Bs on the Abramova glacier we may 
consider as basin-wide representative for 
calculating of seasonal runoff in the neigh-
boring Akbura watershed by equation 
Wbas=f(P, T, Bs). 

For estimating basin-wide applicability of 
the Bs frequency distributions obtained on 
the Abramova reference glacier (see Ta-
ble 3), we used again Wbas data for the six 
Pamir-Alay river basins. After correlation 
analysis as of all basins, the highest R2 coef-
ficient between frequensies of Wbas and Bs 
for VI-IX and VI-VIII was in the Sokh river ba-
sin. There, the empirical equation for com-
puting cumulative frequency distribution 
of Wbas(VI-VIII) by the corresponding of Bs 
data at the Abramova Glacier has coeffi-
cient of correlation, equal to 0.66. After that, 
for transition from the obtained frequency 
distribution value to the runoff data we 
should use equation Wbas(VI-VIII) =f(Freq 
Wbas(VI-VIII)), obtained earlier for the Sokh 
river basin. Consequently, this analysis also 
confirms limited basin-wide applicability of 
the Bs frequency distributions obtained on 
the Abramova reference glacier.

CONCLUSION

1. Research of the outlined problem, illus-
trated by the Tables 1-7 and Appendix A, 
(available at https://ges.rgo.ru) serves as 

the basis for the practically important tran-
sition from the local to the regional level 
of glaciological asessments by means of 
using the relationship between runoff and 
summer balance of glaciers. In this case, as 
repeatedly shown, the contribution of Bs 
in the formation of the river flow and, ac-
cordingly, the correlation Q=f(Bs) become 
weaker as the relative area of the glaciation 
decreases above the site of runoff mea-
surement. However, it is still possible to use 
parameters (mean, extremums, coefficient 
of variation, etc.) of empirical functions of 
spatial and temporal distributions of Bs and 
Prob Bs, regardless of flow data and data 
from the World Glaciers Monitoring Ser-
vice. The possible source of getting wide 
spread information about Bs is its determi-
nation (Davaze et al. 2018) as a function of 
the surface albedo of a glacier, measured 
by remote sensing at the end of ablation 
season. 

2. The investigation has shown that the 
correlation coefficient between the total 
summer mass balance, characterizing the 
glacier’s water output, and the river runoff 
Wbas at the hydrological outlet site for the 
time intervals: June-August, June-Septem-
ber, June-October, and May-October varies 
in a wide range: from 0.97 to 0.39 (Table 1). 
Study and understanding of this is still in-
sufficient.

3. The hydrological representativeness of a 
glacier is a new characteristic, of practical 
importance for basin-wide tasks of hydrol-
ogy and glaciology. For its evaluation, we 
propose to replace the seasonal air tem-
peratures with the summer mass balance 
of glaciers Bs or to include Bs in the multi-

Table 7. Parameters of equations for calculating seasonal runoff Wbas in the Akbura 
river basin

Definition of symbols: R2 – coefficient of deternination; rmse – root mean square error of 
calculated Wbas in m3/s; δ P, δ T, δ Bs – are consequntly relative contributions of precipitation P, air 

temeperature T, and Bs for describing Wbas variance.

Months Mean Wbas, m
3/s Equation for calculating Wbas R2 rmse δ P δ T δ Bs

IV-IX 32.4 18.1-0.012Bs+5.77T+0.035P 0.70 3.0 0.41 0.21 0.38

VI-IX 38.7 23.8-0.016Bs+7.30T+0.038P 0.67 3.9 0.35 0.17 0.48

VI-VIII 44.3 27.2-0.012Bs+8.95T+0.044P 0.67 4.8 0.33 0.16 0.51
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ple regression equations for calculating the 
runoff of rivers fed by melting of snow and 
ice. This method can be recommended for 
at least of some glaciers in the existing net-
work of the WGMS (World Glacier Monitor-
ing Service).
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abstract. In this paper we focused on the micromorphology of the Late and Middle 
Pleistocene paleosols exposed in twelve loess-paleosol sequences sections in the central 
part of the East European Plain. Each studied paleosol complex known as Mesin (MIS 5), 
Kamenka (MIS 6 (8) - 7 (9)), and Inzhavino (MIS 8 (10) - 9 (11)) pedocomplexes (PCs) consists 
typically of two members, the earlier – main – phase of the soil development taking place 
during an interglacial, and the later one – at the subsequent interstadial time. Interglacial 
paleosols formation is associated with the thermal optimum of climatic macrocycles and 
corresponds to conditions close to modern in the territory under consideration. Interstadial 
paleosols formation characterizes the intervals within the glacial period, accompanied by 
an increase in heat and moisture. However, the heat supply of such intervals did not reach 
modern level in this region (Velichko and Morozova 2015). As follows from the analysis 
of the soil micromorphology over the studied area, the soil microstructure experienced 
notable changes under changing latitudinal zonality. During the interglacial periods clay 
coatings and Fe-Mn pedofeatures dominated the soil microfabric; in the south loess-
paleosol sequences coatings are in negligible quantities, Fe-Mn pedofeatures decrease in 
amount, and carbonate pedofeatures appear instead. In the microfabric of the interstadial 
paleosols, Fe-Mn pedofeatures are abundant, but unlike interglacial paleosols, the coatings 
are rare. Basically, the coatings are humus-clayey in composition, but in the more southern 
sections coatings are absent.

Key words: Loess, loess-paleosol sequences, interglacial, interstadial, morphology, soil, 
climate 
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introduction

The central part of the East European 
Plain is known as one of the main loess 
regions (Velichko and Khalcheva 1982; 
Velichko et al. 1994, 2006; Haase et al. 
2007). In the sequences loess alter-
nate with paleosols. Principal phases of 

the paleosol formation fall in intergla-
cials (MIS 5e; 7 (9); 9 (11)); later on, as 
the climate became cooler, vegetation 
changed accordingly and interstadial 
soils (MIS 5c (5); 6; 8) developed (Velic-
hko et al. 2007). The soil formation pro-
cess practically stopped during the ice 
ages, and the loess accumulated on the 



01
|2

01
9

35
 G

ES

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  

soil surface. So loess-paleosol sequenc-
es (LPS) record and keep information of 
the soils of past epochs (Velichko and 
Morozova 2015; Zykin and Zykina 2015; 
Sycheva and Khokhlova 2016; Sedov 
et al. 2016; Tabor et al. 2017; Costantini 
2017; Panin et al. 2018). Quite a number 
of studies were aimed at the paleosol 
sequences on the East European Plain 
(Morozova 1981; Bolikhovskaya 1995; 
Velichko 2002; Rusakov and Korkka 2004; 
Dlussky 2007; Panin 2007; Glushankova 
2008; Sycheva et al. 2017; a.o.). The mul-
tidisciplinary approach used in those 
studies (including analyses of the soil 
morphology and micromorphology, 
paleomagnetic characteristics, physical 
and chemical properties, pollen analy-
sis, etc) provided a possibility of recon-
structing landscapes and climates of the 
past. Attempts at reconstructing soils of 
the Mikulino, Kamenka, and Likhvin in-
terglacials and of the Bryansk Interstadi-
al were made by Morozova (1995), Velic-
hko (2002) and Dlussky (2001, 2007). 
The authors, however, did not pay much 
attention to changes in paleosols under 
conditions of changing soil zonality in 
the interglacial and interstadial periods.  

In paper we focus the attention on the 
micromorphology of the Late and Mid-
dle Pleistocene paleosols. The micromor-
phological studies of paleosols make it 
possible to recognize specific features of 
the soil structure at the micro-level (Mat-
vishina 1982; Bronger and Heinkele 1989; 
Bronger et al. 1998; Nettleton et al. 2000; 
Kemp 1999; Kemp 2013; a.o.). In particular, 
that approach permits to identify pedo-
features of Ca, Fe and Mn, and also other 
features that may be interpreted as mani-
festations of certain soil-forming process-
es (Gerasimova et al. 1992; Fedoroff et al. 
2010). Together with physical-chemical 
characteristics and description of the 
paleosol morphology, the study of the 
micromorphology provided an insight 
into the type of soil formation and made 
it possible to reconstruct the paleosols 
of the central East European Plain in the 
Late and Middle Pleistocene. The purpose 
of this work is to identify changes in the 
microstructure and other micromorpho-

logical features of paleosols in different 
latitudinal zones of the soil cover of the 
center of the East European Plain in the 
Late and Middle Pleistocene.

Materials and Methods

The present work is based on the mate-
rials of the Middle and Late Pleistocene 
paleosols studied in comparison with 
today’s soils existing in the central East 
European Plain. The sections considered 
here (Fig. 1) were analyzed by the authors 
of this paper and partly published in their 
earlier works. Among the sections, are Go-
lolobovo (Panin 2007; Panin 2015; Little et 
al. 2002; Chizhikova et al. 2007), Ozherelye 
and Mikhnevo (Panin 2007), Suvorotino 
(Panin 2007), Bogolyubovo (Velichko et al. 
1996), Likhvin (Little et al. 2002), Bryansk 
and Arapovichi (Velichko and Morozo-
va 1963; Morozova 1981), Korostelyovo 
(Velichko 2002), Sebryakovo-Mikhailovka 
(Velichko et al., 2006), Gun’ki (Velichko et 
al. 1997) and Strelitsa-2017. In those sec-
tions the Late Pleistocene (Mezin paleosol 
complex, PC) and Middle Pleistocene (Ka-
menka PC and Inzhavino PC) paleosols 
were exposed together with the surface 
soils.

Here we use the latest variant of the chro-
nostratigraphic scheme (Table 1) as sug-
gested by A.A. Velichko and his colleagues 
(Velichko and Morozova 2015; Velichko 
et al. 2011). There exists, however, anoth-
er variant of correlation between strati-
graphic horizons and the marine isotope 
stages, also in wide use (Velichko and Mo-
rozova 2010). According to it, the Romny 
paleosol is correlated with MIS 7, and pa-
leosols of Kamenka and Likhvin intergla-
cials – with MIS 9 and MIS 11 respectively.

The sections are exposed in the brick-
yard quarries or cut in steep valley 
slopes where surface soils are present – 
Greyzemic Phaeozems, Haplic and Calcic 
Chernozems. The modern soils in many 
quarries have been stripped away; some 
sections in valley scarps are often devoid 
of the upper humus horizons (sections 
Bogolyubovo and Gololobovo). 

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY OF THE LATE ...
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fig. 1. Position of the studied sections

Table 1. Chronostratigraphic scheme of the East European Plain (Velichko and 
Morozova 2010; Velichko and Morozova 2015; Velichko et al. 2011)

Ice ages East European loess region
MIS Age of 

paleosol, kavariant 1 variant 2

Holocene 1 1 ~ 11.7

Valday 
Glaciation

Altynovo loess

2 2

-

Trubchevsk paleosol -

Desna loess -

Bryansk paleosol 3 3 ~ 25 - 32

Khotylevo loess 4 4 -

Mezin 
paleosol 
complex

Krutitsa interstadial 
paleosol

5с
5

~ 98 - 105

Sevsk loess 5d -

Mikulino 
Interglacial

Salyn interglacial 
paleosol

5e 5e ~ 117 - 135

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  01 (12)  2019
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During the field survey a detailed morpho-
logical description (Rozanov 2004) of every 
section was performed along with sketch-
ing, taking photographs, and sampling. 
Samples for physical and chemical analyses 
and for micromorphological studies have 
been taken from every genetic horizon 
at 15–20 cm intervals. In order to properly 
interpret the fossil soil genesis, the surface 
soils were also sampled with the aim of a 
comparison with samples from paleosols.

Earlier investigations resulted in acquiring 
abundant materials on physical-chemical 
characteristics and micromorphological 
data that gave us an insight into the de-
velopment, structure, and properties of 
paleosols, both interstadial and interglacial 
ones (Velichko and Morozova 1963; Velichko 
and Morozova 1972; Velichko and Morozova 
2010; Velichko et al. 1985; Panin 2007; Panin 
2015). It follows from the results obtained 

that the interstadial paleosols both of Late 
and Middle Pleistocene developed under 
grass steppe vegetation under conditions of 
lesser heat supply than those formed during 
interglacials. Typically, the interglacial pa-
leosols formed under forests (Velichko and 
Morozova 2015).

The paleosol micromorphology was studied 
in thin sections (<30 µm thick) impregnated 
with polysynthetic resin. In describing thin 
sections and interpreting the soil formation 
processes we followed the techniques de-
scribed in literature (Gerasimova et al. 1992; 
Gerasimova et al. 2011). Thin sections were 
photographed under a polarized-light mi-
croscope Motic BA310Pol at 4Х/0.1 mag-
nification. The paper includes descriptions 
of micromorphology and photographs for 
sections Gololobovo, Mikhnevo, Ozherelye 
and Sebryakovo-Mikhailovka, where both 
studied paleosols and surface soils.

Dnieper 
Glaciation

Moscow loess

6

6

-

Kursk interstadial paleosol -

Dnieper 
loess

Loess -

Romny (?) 
interstadial paleosol

7 -

Orchik (?) loess

8

-

Kamenka 
paleosol 
complex

Late Kamenka 
interstadial paleosol (?)

-

Loess -

Kamenka 
(Chekalin) 
Interglacial

Early Kamenka 
interglacial paleosol

7 9 ~ 200 - 250

Pechora 
Glaciation

Borisoglebsk loess

8 10

-

Inzhavino 
paleosol 
complex

Late Inzhavino 
interstadial paleosol

-

Loess -

Likhvin 
Interglacial

Early Inzhavino 
interglacial paleosol

9 11 ~ 380 - 410

Oka Glaciation Oka loess
10
11
12

12 -

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY OF THE LATE ...
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Along with the investigation of the mi-
cromorpholology and morphology, the 
following components were determined 
in the paleosols: organic carbon, obtained 
using wet combustion technique devel-
oped by Tyurin (Rastvorova et al. 1995); 
amorphous iron compounds, by Tamm’s 
method (Tamm 1922), and non-silicate iron 
compounds, by Mehra and Jackson (1960). 
All the analyses were performed in the 
Chemical Analytical Laboratory, Institute of 
Geography, Russian Academy of Sciences. 

The genetic horizons in soil profiles are 
marked in accordance to the FAO (2006) 
(Table 2). The names of the surface soils 

and paleosols are given in according of the 
IUSS Working Group WRB 2014 (2015).

results

Table 2 presents the surface soils and bur-
ied paleosols and gives information on their 
thickness, contents of organic carbon and 
their soil profile. LPS include several PC of 
the Late and Middle Pleistocene age. The 
greatest assortment of paleosols (besides 
the surface soil) was found in the Strelit-
sa-2017 section. There have been recorded a 
well pronounced Bryansk (MIS 3) and Rom-
ny (MIS 6 or 7) paleosols, as well as Mezin, 
Kamenka, Inzhavino, and Voronskiy PCs (MIS 

Table 2. Characteristics of the modern soils and paleosols studied in the LPS sections

Section 
number 

(see Fig. 1)

Names of sections 
(coordinates of the 

location of the sections)
Soil profile

Soil profile 
thickness, m

Organic carbon 
content in upper 
horizons max, %

Surface soil (Holocene) - MIS 1

1
Suvorotino

(56°13’08»N, 40°27’08”E)
A-EBt-Bt-BC 1.45 1.76

2
Bogolyubovo

(56°12’22”N, 40°33’00”E)
Btp-Bt1-Bt2 1.50 no data

3
Gololobovo

(55°2’49”N, 38°35’29”E)
Btp-Bt-BCt 2.75 0.30

4
Mikhnevo

(55° 7’03”N, 37°59’06”E)
Ap-EBt-Bt-BCk 1.33 1.03

5
Ozherelye

(54°48’37”N, 38°17’54”E)
Ap-AE-Bt 1.15 0.32

6
Likhvin

(54° 6’19”N, 36°15’26”E)
Ap-ABt-Bt-BCk 3.12 2.38

7
Bryansk

(53°13’14”N; 34°20’53”E)
A-Bt1-Bt2-Bt3-BC 1.25 2.03

8
Arapovichi

(51°56’52”N, 33°19’01”E)
O-A-B-BC-C 1.50 0.70

9
Korostelyovo

(51°50’28”N, 42°24’58”E)
O-А-АВk-Вk 1.68 3.92

10
Sebryakovo-Mikhailovka
(50°07’02”N, 43°12’46”E)

A-AB-Bk-BCk 1.95 1.85

11
Strelitsa-2017

(51°37’15”N, 38°54’09”E)
Ap-Bk-BCk 0.84 no data

12
Gun’ki

(49°14’32”N, 33°34’15”E)
A-Bk 0.40 1.16

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  01 (12)  2019
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Mezin paleosol complex (Late Pleistocene)

Krutitsa interstadial paleosol – MIS 5c

1 Suvorotino A@ 0.30 0.19

2 Bogolyubovo ABg@ 0.45 0.59

3 Gololobovo A@ 0.75 0.27

5 Ozherelye A@ 0.22 0.25

6 Likhvin Al@-Bh 0.35 0.38

7 Bryansk A@1-A@2-AE 0.20 0.37

8 Arapovichi Ak@-A@ 0.70 1.40

9 Korostelyovo Aks@ 0.65 0.59

10 Sebryakovo-Mikhailovka A@ 0.54 no data

11 Strelitsa-2017 Ak@-ABk 1.15 no data

12 Gun’ki A@ 0.80 0.70

Salyn interglacial paleosol – MIS 5e

1 Suvorotino E-Bt-BC 1.20 0.15

2 Bogolyubovo E@-Bt 0.30 no data

3 Gololobovo AE@-E-Bt 0.35 0.12

5 Ozherelye ABt@-Bt 0.23 0.22

6 Likhvin AE@-B1@-Bg 0.85 0.50

7 Bryansk EB-Bt@-Bt-BC 2.40 0.04

8 Arapovichi
EBt@-Btk1-Btk2-

BCt
2.20 0.45

9 Korostelyovo ABk-BCk 0.99 0.43

10 Sebryakovo-Mikhailovka Ay@-By 1.88 0.58

11 Strelitsa-2017 Ak@-Bk 1.62 no data

12 Gun’ki Bk 1.10 0.46

Kamenka paleosol complex (Middle Pleistocene)

Late Kamenka interstadial paleosol – MIS 6 (8)

3 Gololobovo A@ 0.35 0.21

5 Ozherelye A@ 0.22 0.10

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY OF THE LATE ...
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4 Mikhnevo А@ <0.10 no data

9 Korostelyovo A@ 1.10 0.55

10 Sebryakovo-Mikhailovka А@ 0.81 0.25

11 Strelitsa-2017 А@ 0.12 no data

12 Gun’ki A@ 0.90 0.29

Early Kamenka interglacial paleosol – MIS 7 (9)

3 Gololobovo EBt-Bt 1.40 0.11

4 Mikhnevo Bt@ 0.78 0.25

5 Ozherelye EBt-Bt 2.30 0.09

6 Likhvin Btg-BCg1-BCg2 0.85 0.27

9 Korostelyovo A-Bk 0.77 0.43

10 Sebryakovo-Mikhailovka B-ВC 1.27 0.17

11 Strelitsa-2017
А@-AB-Bk-BCk-

BC
2.03 no data

12 Gun’ki Bk 1.20 0.07

Inzhavino paleosol complex (Middle Pleistocene)

Late Inzhavino interstadial paleosol – MIS 8 (10)

3 Gololobovo A@ 0.37 0.16

5 Ozherelye A@ 0.35 0.17

9 Korostelyovo Ak@1-Ak@2 0.94 0.39

10 Sebryakovo-Mikhailovka Ak@ 1.04 0.38

11 Strelitsa-2017 Ak@ 0.14 no data

Early Inzhavino interglacial paleosol – MIS 9 (11)

3 Gololobovo E@-Bt1-Bt2 1.95 0.05

5 Ozherelye EBt-Bt 0.60 0.10

6 Likhvin Et@-Bt@-BC-BCg 1.95 0.27

9 Korostelyovo Bk1-Bk2 0.90 0.25

10 Sebryakovo-Mikhailovka Bk 0.42 0.17

11 Strelitsa-2017 A@-E-Bg 0.30 no data

Surface soils (MIS 1)
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13-15). In the Bogolyubovo section (north-
ern part of the loess zone) there are found 
the Bryansk paleosol and Mezin PC only. 
The majority of studied sections – Suvoro-
tino, Bogolyubovo, Gololobovo, Mikhnevo, 
Ozherelye, Likhvin, Bryansk and Arapovi-
chi – are within the limits of the latitudi-
nal zone of Greyzemic Phaeozems soils, 
while a few other localities feature Haplic 
and Calcic Chernozems. As seen in Table 
2, in Greyzemic Phaeozems the maximum 
content of organic carbon is 2.03%, in the 
latitudinal zone of Haplic and Calcic Cher-
nozems the maximum is 3.92%.

In the Mikhnevo section coatings are 
extremely rare in the humus horizon of 
Greyzemic Phaeozems. The micromor-
phology of horizons Bt abounds typically 
in clayey and humus-clayey coatings (Fig. 
2a, b), both the coating size and organic 
carbon content increasing downwards. 
Pedofeatures of Fe-Mn composition are 
seen in horizon EBt (Fig. 2c, d). In the Se-
bryakovo-Mikhailovka section Cherno-
zems the groundmass of the humus hori-
zon is well aggregated. Thin sections of 
horizon Bk display pale yellowish - brown 
color, aggregate structure; there are car-
bonate nodules (Fig. 2e, f ). Horizon BCk 
is noted for carbonate nodules increasing 
sharply in number (Fig. 2g, h).

The Late Pleistocene Mezin paleosol 
complex

There are two paleosols in the sequence 
representing the Mezin PC: the Krutitsa in-
terstadial and Salyn interglacial ones. The 
Krutitsa interstadial soil consists mostly of 
humus horizons (А and АВ) and is no more 
than 1 m thick. The soil thickness is slightly 
greater in the south of the East European 
Plain (0.54 to 0.80 m in sections Koroste-
lyovo, Sebryakovo-Mikhailovka, Gun’ki) 
and does not exceed 0.70 m farther north 
(see Table 2). The paleosol is mostly de-
scribed as brownish-gray loam of crumby 
structure. The Salyn interglacial paleosol 
consists of horizons АВ, AЕ, E, and Вt, the 
total thickness of the soil reaching 2.4 m 
(Bryansk section). The Salyn soil is mostly 
composed of loam and sandy loam with 
crumby and angular to subangular blocky 

structure, brown and bright-brown in col-
or. Albic horizon is present as separate 
whitish lenses of sandy loam. The Krutitsa 
paleosol is distinguished for a high organic 
carbon content (up to 1.40%). In the Salyn 
interglacial paleosol the organic carbon 
content is less than in the Krutitsa one and 
does not exceed 0.58%.

In the interstadial Krutitsa paleosol of 
Ozherelye section hypo-coatings and 
coatings located in pores are mostly hu-
mus-clay in composition (Fig. 3a, b) and 
large granular aggregates (Fig. 3c, d). In 
Sebryakovo-Mikhailovka section there are 
no coatings, while Fe and Fe-Mn nodules 
appear instead (Fig. 3e). The humus hori-
zon microstructure is well aggregated. 
Similar granular aggregates are seen as in 
the interstadial paleosol of the Gololobovo 
section, only of a smaller size (Fig. 3f ). Large 
diamond-shaped and ungeometrical crys-
tals (Fig. 3g, h) are distinctly seen, which is 
typical for gypsum pedofeatures (Kubiena 
1938; Gerasimova et al. 1992; Poch et al. 
2010). The transitional horizon between 
the interstadial and interglacial paleosols is 
free of gypsum. Gypsum pedofeatures are 
characteristic for paleosols of the Mezin PC 
in the southern sections of the Azov Sea 
(Panin et al. 2018).

The microstructure of the Salyn intergla-
cial paleosol sampled in the Gololobovo 
section (horizon AE@) features large grains 
of quartz (Fig. 4a) and the appearance of 
granular aggregates (Fig. 4b). B-fabric of 
the groundmass is speckled and crystal-
litic. Albic horizons contain Fe nodules. In 
the horizon Bt the coatings are mostly of 
humus-clay composition (Fig. 4c). They are 
usually of compact structure, dark brown 
or yellow color, are mostly confined to 
pores. In the Sebryakovo-Mikhailovka sec-
tion small-size Fe-Mn nodules occur in 
horizon Ay@ (Fig. 4d, e). Pedofeatures of 
gypsum (Fig. 4f, g) and carbonate (Fig. 4h) 
were recorded in the horizons Ay and By of 
the interglacial paleosol.
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fig. 2. Micromorphology of the surface soil: a – the horizon Bt, Mikhnevo section 
(PPL); b – the same (ХPL); c – the horizon EBt, Mikhnevo section (XPL); d – the same 

(ХPL); e – the horizon Bk, Sebryakovo-Mikhailovka section (PPL); f – the same (ХPL); g 
- the horizon BCk, Sebryakovo-Mikhailovka section (PPL); h – the same (ХPL). Symbols 
in the figures: С – coating, P – plane, fM – fe-Mn pedofeatures, K - carbonate nodule
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fig. 3. Micromorphology of the Krutitsa interstadial paleosol: a – the horizon A@, 
Ozherelye section (PPL); b – the same (ХPL); c, d - the horizon A@, Gololobovo section 
(PPL); e, f, g – the horizon A@, Sebryakovo-Mikhailovka section (PPL); h – the horizon 
A@, Sebryakovo-Mikhailovka section (ХPL). Symbols in the figures: С – coating, Ch – 

channel, MN – Mn pedofeatures, GY - gypsum pedofeatures
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fig. 4. Micromorphology of the Salyn interglacial paleosol: a, b – the horizon AE@, 
Gololobovo section (PPL); c – the horizon Bt, Gololobovo section (PPL); d – the 
horizon Ay@, Sebryakovo-Mikhailovka section (PPL); e – the same (ХPL); f - the 

horizon By, Sebryakovo-Mikhailovka section (PPL); g – the same (ХPL); h - the horizon 
By, Sebryakovo-Mikhailovka section (PPL). Symbols in the figures: Q – quartz, С – 

coating, Ch – channel, fM – fe-Mn pedofeatures, K - carbonate nodule, GY - gypsum 
pedofeatures
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The Middle Pleistocene Kamenka 
paleosol complex

The Middle Pleistocene Kamenka PC in-
cludes two paleosols – late Kamenka in-
terstadial paleosol and early Kamenka 
interglacial one (Table 2). According to 
morphological descriptions, the intersta-
dial paleosol consists of a humus hori-
zon 0.22 m (Ozherelye section) to 1.10 m 
(Korostelyovo section) thick. As is seen in 
Fig. 5, the Kamenka PC in sections Mikh-
nevo (Fig. 5a) and Strelitsa-2017 (Fig. 5b) 
is heavily cryoturbated. Horizon A@ of the 
late Kamenka interstadial paleosol is pres-
ent in the cryogenic wedge-like structures 
penetrating into the early Kamenka inter-
glacial paleosol.

The maximum organic carbon content in 
the interstadial paleosol is 0.55% (Koroste-
lyovo section). The interglacial paleosol 
profile shows lesser proportions of organic 
carbon (0.43%) as compared with the inter-
stadial soil. In common with the interstadial 
paleosol, the maximum content of both is 
found in the Korostelyovo section. 

The late Kamenka interstadial paleosols 
are mostly characterized by gray-brown 
groundmass of humus-clay composition. 
The paleosol described in Ozherelye sec-
tion is noted for a predominance of hu-
mus-clay coatings around channels (Fig. 
6a, b). There is also Fe-Mn nodules present 
in the soil. The groundmass is penetrated 
by cracks, which led to the destruction of 
the coatings (Fig. 6c, d). In terms of micro-
morphology, the humus horizon in the Se-
bryakovo-Mikhailovka section is character-
ized by brownish-gray color and aggregate 
structure (Fig. 6e, f ). The groundmass is 
silty-clay. The b-fabric is striated and speck-
led.

The early Kamenka interglacial paleosols 
differ noticeably from the interstadial ones 
in the coating quantity and variability of 
their composition. In the horizon EBt dom-
inant are laminated light brown and brown 
coatings, mostly clayey (Fig. 7a) in compo-
sition (Ozherelye section). There are Fe-Mn 
pedofeatures present here (Fig. 7b, c). In the 
horizon Bt the clayey coatings are confined 
to ancient pores (Fig. 7d). The groundmass 

fig. 5. Morphology of the Kamenka PC: a) Mikhnevo and b) Strelitsa-2017 sections. 
Symbols in the figures: horizon А@ of the interstadial paleosol, horizons Bt@ and Bk of 

the interglacial paleosol
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both in upper and lower parts of the inter-
glacial soil profile is light-brown. In the Se-
bryakovo-Mikhailovka section the intergla-
cial paleosol microstructure is typically well 
aggregated (Fig. 7e). The soil in thin section 
is brownish. Carbonate and Fe-Mn nodules 
occurs over the entire interglacial soil pro-
file (Fig. 7f, g, h). 

The Middle Pleistocene Inzhavino 
paleosol complex

The Inzhavino PC lies stratigraphically be-
low Kamenka PC; in common with the 
latter it consists of two paleosols: the late 
Inzhavino interstadial paleosol and the 
early Inzhavino  interglacial one. Cryotur-
bations are clearly distinguishable in the 
Inzhavino PC in all the sections (Gololo-
bovo section, see Fig. 8). Interstadial pa-

fig. 6. Micromorphology of the Kamenka interstadial paleosol: a – the horizon A@, 
Ozherelye section (PPL); b - the same (ХPL); c - the horizon A@, Ozherelye section 

(PPL); d - the same (ХPL); e –- the horizon A@, Sebryakovo-Mikhailovka section (PPL); 
f – the same (ХPL). Symbols in the figures: С – coating, Ch – channel, fM – fe-Mn 

pedofeatures
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fig. 7. Micromorphology of the Kamenka interglacial paleosol: a, b – the horizon 
EBt, Ozherelye section (PPL); c – the horizon EBt, Ozherelye section (XPL); d – the 
horizon Bt, Ozherelye section (PPL); e, f - the horizon B, Sebryakovo-Mikhailovka 

section (PPL); g – the horizon BC, Sebryakovo-Mikhailovka section (PPL); h - the same 
(ХPL).  Symbols in the figures: С – coating, Ch – channel, fM – fe-Mn pedofeatures, K - 

carbonate nodule
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leosols have brownish-gray humus hori-
zon composed of clay loam. The thickness 
of the paleosols varies from 0.14 to 1.04 
m (Table 2). The maximum organic car-
bon content in the interstadial paleosol is 
0.39% (Korostelyovo section).

The albic horizon is present in the pro-
file of interglacial paleosols studied in 
sections Gololobovo, Ozherelye, Strelit-
sa-2017 and Likhvin. In the interglacial pa-

leosols the dominant colors are dark and 
bright-brown argic horizons; albic hori-
zons composed of sandy loam are whitish. 
In sections Korostelyovo and Sebryako-
vo-Mikhailovka there is no albic horizon 
in the soil and the profile consists of argic 
horizons only. 

In the interglacial paleosol studied in the 
Gololobovo section there is a distinct-
ly pronounced albic horizon where iron 

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY Of THE LATE ...

fig. 8. Morphology of the Inzhavino PC: horizon А@ of the interstadial paleosol, 
horizons E@ and B@, BCg@ of the interglacial paleosol
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Table 3. Physical and chemical characteristics of the Inzhavino PC soils

Genetic horizons рН
Iron fractions, %

Feo Fed

А@ 8.05 0.18 0.98

E@ 8.40 0.14 0.34

Bt1 8.20 0.21 0.93

Bt2 8.25 0.17 1.05

content – both of oxalate extractable iron 
(Feo) and dithionite extractable iron (Fed) 
- drops noticeably (Table 3).

The microstructure of the interstadial pa-
leosols sampled in the Gololobovo section 
displays granular aggregates in horizon А@ 
(Fig. 9a, b). Coatings of humus-clay and clay 
composition are recognizable in thin sec-
tions under microscope, together with Fe 
pedofeatures (Fig. 9c, d). Coatings located 
in pores up to 1 mm in diameter are com-
posed of humus and clay particles, laminat-
ed. In the Sebryakovo-Mikhailovka section 
the interstadial paleosol is characterized 
by brown coloration in thin section, gran-
ular aggregate microstructure, silty-clay-
ey groundmass with admixture of coarse 
sand (Fig. 9e, f ). Packing voids are well pro-
nounced, as well as chambers.
 
The interglacial paleosol exposed in the Go-
lolobovo section (horizon E) contains large 
Fe-Mn nodules (Fig. 10a, b), though no coat-
ings. Lower in the profile, in horizon Bt, coat-
ings, mostly clayey, appear and increase in 
number downwards (Fig. 10c, d). The b-fab-
ric is speckled. The groundmass of the inter-
glacial paleosol shows a silty-clay composi-
tion in the Sebryakovo-Mikhailovka section 
(Fig. 10e, f ). There are also large (more than 
1 mm in diameter) carbonate concretions 
and Fe-Mn nodules (Fig. 10g, h).

discussion

Synthesis of paleoenvironmental data ob-
tained as a result of integrated studies of 
the loess-soil sequences in the central East 
European Plain made possible to trace the 
principal stages in the soil evolution in the 
region over ~400  000 years, that is, since 

the Middle Pleistocene to the present days. 
Table 4 summarizes the results of the mi-
cromorphological studies of the Loess-Pa-
leosol Sequences. A relative abundance 
(Stoops 2003) of Fe-Mn, carbonate, and 
gypsum pedofeatures, as well as coatings 
is given.

According to Urusevskaya (2011), the main 
processes in the Albic Retisols (latitudinal 
zone I) are lessivage, humus accumulation 
and mineral acid hydrolysis. The leading 
soil-forming processes in the Greyzemic 
Phaeozems (latitudinal zone II) are ground 
leaf litter formation, humus accumulation, 
acid hydrolysis of minerals and lessivage. 
The microstructure of both Greyzemic 
Phaeozems and Albic Retisols are distin-
guished by an abundance of Fe and Mn 
pedofeatures (Table 3), indicative of wet-
ting (Gerasimova et al. 1992; Zaidel’man 
and Nikiforova 2010; Lindbo et al. 2010). 
In the Chernozems (III latitudinal zone) de-
velopment the leading processes were as 
follows: ground leaf litter formation, humus 
accumulation, active structuring due to 
biogenic processes and flocculation, and 
carbonate redistribution due to eluvial and 
illuvial processes (Chernova 2011). The mi-
crostructure of Chernozems is noted, be-
sides Fe-Mn pedofeatures, for carbonate 
nodules present in abundance. 

The Late Pleistocene Mezin paleosol 
complex

The presence of humus-clayey coatings, 
together with a relatively high humus con-
tent in the Krutitsa interstadial paleosol 
(exposed in Suvorotino, Bogolyubovo, 
Gololobovo, Mikhnevo, Ozherelye, Likhvin, 
Bryansk, Arapovichi sections), suggests a 

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY OF THE LATE ...
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fig. 9. Micromorphology of the Inzhavino interstadial paleosol: a – the horizon A@, 
Gololobovo section (PPL); b - the same (ХPL); c – the horizon A@, Gololobovo section 
(PPL); d – the same (ХPL); e – the horizon A@, Sebryakovo-Mikhailovka section (ХPL); 
f - the same (ХPL). Symbols in the figures: Ped - soil aggregate, С – coating, P – plane, 

fM – fe-Mn pedofeatures, Q – quartz
leading role of humus accumulation pro-
cesses. Large granular aggregates and 
were formed in the paleosols as a result of 
cryogenic processes (Van Vliet-Lanoë 1998; 
Van Vliet-Lanoë 2010; Todisco and Bhiry 
2008; Villagran et al. 2013), in the Russian 
literature, these aggregates are called «ooid 
aggregates» (Morozova 1965; Gerasimo-
va et al. 1992). The influence of cryogenic 
processes on the soil profile is also well ex-
pressed at the macro level. In the morpho-

logical description, large permafrost wedg-
es are distinguished in the soil profile, as for 
example in horizons A@ Kamenka (Fig. 5) 
or Inzhavino (Fig. 8) PC. Taking into consid-
eration the small thickness of their profile 
(0.42 m), the listed characteristics suggest 
a certain similarity of those paleosols to 
modern imperfectly developed Gleyic 
Chernozems (Panin 2007; Panin 2015; Velic-
hko and Morozova 2015) formed under 
steppe vegetation (Novenko et al. 2008). In 

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  01 (12)  2019



01
|2

01
9

51
 G

ES

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  

fig.10. Micromorphology of the Inzhavino interglacial paleosol: a – the horizon E@, 
Gololobovo section (PPL); b - the same (ХPL); c – the horizon Bt, Gololobovo section 
(PPL); d – the same (ХPL); e – the horizon Bk, Sebryakovo-Mikhailovka section (PPL); 
f - the same (ХPL); g – the horizon Bk, Sebryakovo-Mikhailovka section (PPL); h - the 

same (ХPL). Symbols in the figures: fM – fe-Mn pedofeatures, С – coating, Q – quartz
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Table 4. Comparison between characteristics of the surface soil and paleosols 
microstructure (– = absent; + = very few, ++ = common, +++ = frequent, 

++++ = dominant)

Latitudinal 
zone 

(see Fig. 11)
Names of sections

Pedofeatures

Fe and 
Mn

Clay 
coating

Carbonate Gypsum

Surface soil (Holocene) (Fig. 11A)

I
(Albic Retisols)

- +++ +++ - -

II
(Greyzemic 
Phaeozems)

Suvorotino, Bogolyubovo, 
Gololobovo, Mikhnevo, 

Ozherelye, Likhvin, Bryansk, 
Arapovichi

+++ ++++ - -

III
(Chernozems)

Korostelyovo, Sebryakovo-
Mikhailovka, Strelitsa-2017, 

Gun’ki
+ - +++ -

Salyn interglacial paleosol (Fig. 11B)

I
(Albic Retisols)

Suvorotino, Bogolyubovo ++++ ++ - -

II
(Greyzemic 
Phaeozems 

and Retisols)

Gololobovo, Mikhnevo, 
Ozherelye, Likhvin, Bryansk, 

Arapovichi
++ +++ + -

III
(Gypsic 

Chernozems 
or Gypsic 

Kastanozems)

Korostelyovo, Sebryakovo-
Mikhailovka, Strelitsa-2017, 

Gun’ki
+ + +++ ++++

Early Kamenka interglacial paleosol (Fig. 11C)

I
(Cambisols)

Suvorotino, Bogolyubovo, 
Gololobovo, Mikhnevo, 

Ozherelye, Likhvin, Bryansk, 
Arapovichi, Strelitsa-2017, 

Gun’ki

+++ ++++ - -

II
(Chernozems)

Korostelyovo, Sebryakovo-
Mikhailovka

++ - +++ -

Early Inzhavino interglacial paleosol (Fig. 11D)

I
(Albic Retisols 

and Greyzemic 
Phaeozems)

Gololobovo, Mikhnevo, 
Ozherelye, Likhvin, Bryansk, 
Arapovichi, Strelitsa-2017

++++ ++++ - -

II
(Chernozems)

Korostelyovo, Sebryakovo-
Mikhailovka, Gun’ki

+++ - ++ -
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sections Korostelyovo, Sebryakovo-Mikhai-
lovka, Gun’ki and Strelitsa-2017 the micro-
structure of interstadial paleosols is distinct 
for large regularly shaped gypsum crystals; 
according to Gerasimova et al. (1992), such 
crystals may develop under conditions of 
continuous, or long-term, presence of wa-
ter in the soil, which makes possible the 
crystal growth. Most likely gypsum was in-
troduced by eolian processes and formed 
crystals of rhomboid forms in the process 
of soil-formation. The considered soils may 
be classified with Gypsic Chernozems.

In the Salyn paleosol microstructure there 
is a clearly traceable albic horizon that 
contains Fe-Mn nodules, clayey coatings 
are present in the argic horizon (Suvoroti-
no, Bogolyubovo sections). The described 
characteristics permit the soil to be clas-
sified as texture-differentiated soils. In the 
Gololobovo, Ozherelye, Likhvin, Bryansk, 
Arapovichi sections Fe-Mn nodules be-
come less pronounced in the Salyn pa-
leosol microstructure, while the coatings 
gain in abundance. There are clayey coat-
ings of illuviation, undoubtedly indicative 
of lessivage (transportation of clay matter). 
According to Novenko et al. (2008), at the 
beginning of the Mikulino Interglacial the 
studied region was dominated by spruce 
communities, pine and birch-pine forests; 
later on, oak forests appeared with elm, 
ash, and maple. As suggested by the pollen 
analysis data, that time was marked by an 
increase in moisture supply and the stag-
nant water persisting on the land surface. 
The considered Salyn paleosol described in 
Suvorotino and Bogolyubovo sections may 
be classified as Albic Retisols, in the Go-
lolobovo, Ozherelye, Likhvin, Bryansk, Ara-
povichi sections the paleosol is assigned 
to Greyzemic Phaeozems. The results 
obtained are in a good agreement with 
conclusions by Sycheva (1998) on Retisols 
being also formed near the Aleksandrovsky 
Quarry (51°36’09”N, 36°06’51”E) in the Inter-
glacial.

In Sebryakovo-Mikhailovka, Korostelyovo, 
and Gun’ki sections the Salyn soil micromor-
phology studies revealed the presence of 
large rhomb-shaped pedofeatures of gyp-
sum and carbonates. Similar forms of gyp-

sum were described in the Salyn paleosol in 
the Azov Sea region (Velichko et al. 2017a; 
Velichko et al. 2017b; Panin et al. 2018); that 
gives ground for suggestion on a similarity in 
the soil-forming processes all over the south 
of the East European Plain. Gypsum is pres-
ent in the soil as a concentration of small and 
larger crystals. Presumably, it could be relat-
ed to fluctuations of the humidity, when the 
soil profile was repeatedly dried up (Minash-
ina and Shishov 2002; Poch et al. 2010). As 
compared with northern regions, the soil 
profile is richer in organic carbon (0.49%), its 
thickness is 1.32 m. Taking into consideration 
the presence of gypsum and carbonates in 
the soil and well aggregated groundmass, 
one may suggest that the paleosol devel-
opment followed the Chernozem type. The 
considered soils may be compared, there-
fore, with modern Gypsic Chernozems or 
Gypsic Kastanozems. According to Glushan-
kova (2012), soils at the Korostelyovo section 
vicinities at the Mikulino Interglacial were 
represented by a combination of forest and 
meadow-chernozem soils.

The Middle Pleistocene Kamenka paleosol 
complex

The interstadial paleosol known as late Ka-
menka has much in common in its genesis 
with the Krutitsa interstadial paleosol. In the 
northern sections (Gololobovo, Ozherelye, 
Mikhnevo) studies of the soil microstructure 
revealed humus-clayey coatings, along with 
Fe nodules and carbonate pedofeatures. 
There are traces of cryoturbations recog-
nizable in the paleosol profile. It may be 
concluded that the Kamenka interstadial 
paleosols are practically identical to those of 
Krutitsa in their characteristic. In the Gololo-
bovo, Mikhnevo, Ozherelye sections in the 
studied region the paleosols are comparable 
with imperfectly developed modern Gleyic 
Phaeozems (Panin 2007, 2015; Velichko and 
Morozova 2015). Paleosols of the Korostely-
ovo, Sebryakovo-Mikhailovka, Strelitsa-2017 
and Gun’ki sections are attributed to imper-
fectly developed Kastanozems and Haplic 
Kastanozems, or to imperfectly developed 
Haplic Chernozems.

Studied in sections Gololobovo, Ozherelye, 
Mikhnevo, and Likhvin, the Kamenka inter-
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glacial is typically noted for a thick profile 
(1.33 m, on average) and bright brown color. 
The interglacial soil profile consists primarily 
of horizons АВ, ЕВt and Вt. The microstructure 
displays Fe-Mn pedofeatures and Fe nodules 
indicative of abundant wetting of the upper 
horizons. The whitish albic horizon does not 
stand out morphologically; at the level of 
microstructure the groundmass is brown 
or light brown in color. It may be attributed 
to the presence of clayey coatings; the lat-
ter filling completely pores and preventing 
iron compounds from penetrating deeper, 
so that the albic horizon turns brown due to 
the iron presence (Bronnikova and Targuly-
an 2005). The main soil-forming processes 
that took part in the paleosol profile devel-
opment are lessivage, clayization, humus ac-
cumulation and illuviation. As follows from 
the micro-biomorphic analysis, the early Ka-
menka interglacial paleosol developed un-
der broadleaf forests. Those paleosols may 
be classified as Cambisols, developed under 
broadleaf forests (Glushankova and Agad-
janian 2015). The modern analogs of those 
soils are found in Central Europe, in particu-
lar, in the Vistula River basin (Świtoniak and 
Charzyński 2014).

In the Sebryakovo-Mikhailovka and Koroste-
lyovo sections, the early Kamenka intergla-
cial paleosol is aggregated in microstructure; 
there are pedofeatures of carbonates and Fe 
nodules, indicative of warm and wet climate 
at the time of soil development (Kovda et 
al. 2016). The groundmass is well aggregat-
ed, with granular structure, the soil profile 
thickness is 1.08 on average, organic carbon 
content is 0.25%. Based on those character-
istics, the soil may be placed in the group of 
Chernozems.

The Middle Pleistocene Inzhavino paleosol 
complex

The microstructure studies performed on 
the late Inzhavino interstadial paleosol ex-
posed in Gololobovo and Ozherelye sections 
revealed the dominance of humus-clayey 
coatings, and the presence of Fe nodules. 
The entire paleosol profile is 0.36 m thick 
on the average, organic carbon content 
amounts to 0.17%. The main soil-forming 
processes that account for the soil appear-

ance are humus accumulation, lessivage, 
and surficial gleying. Hence the interstadial 
paleosols may be classified as Gleyic Phae-
ozems. There are morphologically distinct 
humus horizons in the interstadial paleosols 
of the Korostelyovo and Sebryakovo-Mikhai-
lovka sections bearing recognizable traces 
of cryogenic processes. Granular aggregates 
are seen in their microstructure, along with 
carbonate pedofeatures. The average thick-
ness of the paleosol profiles amounts to 
0.99 m, organic carbon content is 0.39%. 
Unlike interstadial paleosols of the Mezin 
and Kamenka PC, gypsum pedofeatures are 
practically absent from the paleosol, which 
suggests a wetter climate than that of the 
subsequent interstadials. Calcic Chernozems 
developed under meadow steppe now may 
be taken as modern analogs of that paleosol. 

The early Inzhavino paleosol is dated to the 
Likhvin Interglacial. Its profile is 1.5 m thick 
on the average, organic carbon is 0.17%. A 
whitish albic horizon is clearly seen in the 
soil profile. In common with other intergla-
cial paleosols, there are numerous coatings 
(clayey and silty-clayey ones) in the Inzhavi-
no paleosol microstructure. Our data gave 
grounds to assign the soil to texture-differ-
entiated group, under coniferous-broadleaf 
forests (Glushankova and Agadjanian 2015). 
Among the modern soils Albic Retisols in 
combination with Greyzemic Phaeozems 
may be considered as their analogs.

In the Korostelyovo and Sebryakovo-Mikhai-
lovka sections the early Inzhavino soil profile 
is, on average, 0.66 m thick, organic carbon 
content is 0.21%. The microstructure fea-
tures carbonates, the groundmass is well ag-
gregated, silty-clayey in composition, con-
tains Fe-Mn nodules. The Likhvin interglacial 
paleosols in the region may be classed with 
Chernozem ones. The present-day analogs 
of the paleosols are Chernozems under 
meadow steppe (Glushankova and Agadja-
nian 2015).

The studies performed on the paleosol se-
ries revealed the latitudinal zone typical of 
the regional soils during that interval: cher-
nozemic soils of the southern arid regions 
changed northward into humid textural-
ly-differentiated soils. In the interglacial pe-

Pavel G. Panin, Svetlana N. Timireva et al. MICROMORPHOLOGY Of THE LATE ...GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  01 (12)  2019



01
|2

01
9

55
 G

ES

GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  

riods the soil zonation resembled closely 
the modern latitudinal zone. At interstadials, 
poorly developed Chernozems were most 
widespread under meadow-steppe vegeta-
tion. Fig. 11 shows the geographic distribu-
tion of present-day soils of the central East 
European Plain and reconstructed paleosols 
attributed to the Mikulino, Kamenka, and 
Likhvin interglacials. In addition, some data 
used in the reconstructions were taken from 
published materials on LPS studied in the 
sections: Aleksandrovsky Quarry (Sycheva 
1998; Sycheva and Sedov 2012; Sycheva 
et al. 2017), Mikhailovka (Agadjanian and 
Glushankova 2017), Afonino (Dlussky 2007), 
Likhvin (Lazukov and Chebotareva 1977), as 

well as sections published by Dlussky (2001), 
Markov (1977), Yakimenko (1995), Dodon-
ov and Velichko (2003), Glushankova (2008, 
2012), Glushankova and Agadjanian (2015), 
Bolikhovskaya and Molodkov (2006), Virina 
et al. (2000), a.o.

As can be seen from Table 4, the quantity of 
Fe-Mn pedofeatures and coatings decreas-
es from north to south, while the quantity 
of carbonates increases to the south. First 
of all, this could be due to a change in the 
amount of precipitation. So for surface soils 
of I and II (Fig. 11) zones, the average annu-
al precipitation is 540 - 650 mm, and for III 
zone is 300 - 560 mm per year. The same 

fig. 11. Reconstructions of the geographic distribution of the paleosols of the interglacials 
and the surface soils (numbers on the maps correspond to those in fig. 1):

A – surface soils (Urusevskaya et al. 2011): I – Albic Retisols zone; II – Greyzemic Phaeozems 
zone in combination with Retisols; III – Chernozems zone;

В – reconstructed paleosols of the Mikulino interglacial: I – Albic Retisols zone; II – 
Greyzemic Phaeozems zone in combination with Albic Retisols; III – Gypsic Chernozems or 

Gypsic Kastanozems zone;
C – paleosols of the Kamenka Interglacial: I – Cambisols zone; II – Chernozems zone;

D – paleosols of the Likhvin interglacial: I – Albic Retisols and Greyzemic Phaeozems zone; 
II –Chernozems zone
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trend is typical for the Salyn paleosol (MIS 
5e), where in more southern sections, in 
addition to carbonates, gypsum appears. 
According to Velichko et al. (2004) during 
the Mikulino interglacial the paleosols of 
the I and II zones (Table 4, Fig. 11) devel-
oped at an average annual precipitation of 
600 - 650 mm per year, while the paleosols 
of the III zone (Table 4, Fig. 11) developed at 
580 mm per year (Ryskov et al., 2008). The 
average annual precipitation in Kamenka 
(MIS 7 (9) and Likhvin (MIS 9 (11)) intergla-
cials varies between 600 and 750 mm, but 
the greatest amount of precipitation is typ-
ical for the Likhvin interglacial (Velichko et 
al., 2004; Ryskov et al., 2008). As can be seen 
from Table 4, the maximum content of Fe-
Mn pedofeatures and coatings is limited 
to the Inzhavino paleosol of the Likhvin 
interglacial, which confirms the degree of 
moistening of the paleosols of this period. 
Therefore, according to the microfabric of 
paleosols, it can be seen that in the territory 
of the center of the East European Plain the 
most humid conditions are characteristic 
for the Likhvin interglacial (MIS 9 (11)) with 
their gradual decrease towards the Holo-
cene period.

According to Velichko et al. (2004) during 
the interstadial periods of the Late and 
Middle Pleistocene the amount of precip-
itation was 220 - 450 mm per year. In the 
microfabric of interstadial paleosols, there 
are Fe-Mn pedofeatures and coatings, 
and in more southern sections carbonate 
and gypsum nodules, but their quantity 
does not change significantly during the 
considered Pleistocene periods, which 
suggests similar pedogenic conditions for 
their formation. In the interstadials periods, 
considered soil complexes, the climate did 
not vary greatly from the Middle to Late 
Pleistocene, but the soil cover during these 
periods had latitudinal zonality, which con-
sisted of two zones.

conclusion 

1. As follows from the data on micromor-
phology, the interstadial and interglacial 
paleosols permit tracing the changes in 
climate of the time intervals when the pa-
leosols developed in the center of the East 
European Plain. The soil microstructure 
dominated by Fe-Mn nodules and coatings 
is typical of the soil formation in humid 
climate, while the presence of carbonate 
pedofeatures and gypsum suggests the 
climate aridity.

2. In the northern part of the East European 
Plain interglacial paleosols of the Mikulino 
and Inzhavino age had a texture-differen-
tiated profile, while paleosols dated to the 
Kamenka interglacial lacked of albic hori-
zon. In the southern regions the profile of 
the interglacial paleosols feature blackish 
chernic surface horizon and with second-
ary carbonates.

3. During interstadials of the Late and Mid-
dle Pleistocene the latitudinal zonality was 
fairly well pronounced, two zones being 
distinguished within the considered region. 
Interglacial paleosols – Mikulino permitted 
to identify three latitudinal zones, the Ka-
menka and Inzhavino interglacial soils were 
also distributed over two latitudinal zones.
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abstract. Ground-based levels of important biogenic volatile organic compounds 
(BVOCs), isoprene and monoterpenes, as well as NOx and O3 measured simultaneously 
along the Trans-Siberian railway on a mobile railway laboratory in TROICA-12 campaign 
in summer 2008 are analyzed. It was shown that the highest isoprene (≥2.5 ppb) 
concentration was observed in the daytime in the Far East region where several favorable 
factors for its emissions occurred: a large amount of deciduous forests, high temperatures 
(>28°C) and light conditions.  Maximum levels of monoterpenes (up to 3-9 ppb) along 
the Trans-Siberian railway were observed during the nighttime in the Ural region and in 
Central Siberia where coniferous vegetation is located. To evaluate the relative importance 
of isoprene and monoterpenes in ground-level ozone formation in Russian cities along 
the Trans-Siberian railway, where high NOx concentration leads to tropospheric ozone 
generation, daytime ozone-forming potential (OFP) was calculated. The chemical losses 
of the studied BVOCs during their transport from sources to the measurement point 
were taken into account. Calculated OFPs due to isoprene (OFPiso) and monoterpenes 
(OFPmono) along the Trans-Siberian railway are in average 15±13 and 18±25 ppbv of ozone, 
respectively. The highest OFPiso (up to 40 ppbv) were estimated in Central Siberia and in 
the Far East. OFPmono was the highest in the regions of coniferous vegetation, Ural and 
Central Siberia, and reached 80 ppbv. In the most cities along the Trans-Siberian railway, 
where high NOx concentration (10-20 ppbv) along with high daytime temperatures 
(>25°C) were observed, monoterpenes made a main contribution to tropospheric ozone 
formation. Only in the Far East cities, where the largest deciduous vegetation area of the 
Trans-Siberian railway is located, isoprene played the main role in tropospheric ozone 
generation. It was also noted that OFPiso increases with the population-size of the cities. 
It can be either due to the greater proportion of deciduous vegetation in the large cities 
along the Trans-Siberian railway or due to the impact of anthropogenic isoprene source. 
OFPmono was the lowest in the medium cities and the highest in the small ones.

Key words: isoprene, monoterpenes, tropospheric ozone, biogenic volatile organic, ozone-
forming potential, Trans-Siberian railway, mobile laboratory, TROICA

cItatIon: Elena Berezina, Konstantin Moiseenko, Andrey Skorokhod, Nikolay Elansky, 
Igor Belikov, Natalia Pankratova (2019) Isoprene and monoterpenes over Russia and their 
impacts in tropospheric ozone formation. Geography, Environment, Sustainability,  
Vol.12, No 1, p. 63-74
DOI-10.24057/2071-9388-2017-24



64
 G

ES
01

|2
01

9
GEOGRAPHY, ENVIRONMENT, SUSTAINABILITY  

IntroductIon

One of the important consequences of 
human activity on the atmosphere is an 
increase in tropospheric ozone level. Envi-
ronmental changes, higher temperature, in 
combination with higher concentrations 
of specific anthropogenic pollutants lead 
to higher tropospheric ozone concentra-
tion. The highest ozone levels are often ob-
served in urban environment, which is not 
only characterised by higher temperatures 
(heat islands), but also by higher levels of 
ozone precursors, nitrogen oxides (NOx), 
carbon monoxide (CO), methane (CH4) and 
volatile organic compounds (VOCs). CO, 
CH4 and VOCs are mainly oxidized in the 
troposphere by OH radicals, and at high air 
temperature and solar radiation in NOx-pol-
luted conditions can cause the formation 
of high ozone levels which pose a threat 
to human health (Sillman 1999). Thus, the 
proper estimates of ozone precursors im-
pact on its ground-based production are 
very important for the diagnostics of the 
atmospheric photochemical system (APS) 
state and for extreme ecological situations 
forecasting. Atmospheric oxidation of CН4 
and СО is significantly slower (atmospheric 
lifetimes for СН4 and CO are about 10 years 
and 1-2 month, respectively), and can cause 
mainly global and regional ozone increase. 
However, the oxidation of many VOCs oc-
curs in the daytime and causes ozone in-
crease near their local pollution sources as 
it takes place in urban environment. 

Biogenic volatile organic compounds 
(BVOCs) constitute approximately 90% of 
global volatile organic compound (VOC) 
emissions, with the isoprene (C5H8) and 
monoterpenes (С10Н16) being the most 
abundant (Guenther et al. 2012), and have 
significant effects on atmospheric chem-
istry and physics. Due to high reactivity of 
BVOCs, they are rapidly oxidized by OH rad-
icals (Fan and Zhang 2004; Bowman and 
Seinfeld 1994; Sillman 1999; Wagner and 
Kuttler 2013), thus significantly influencing 
the oxidizing capacity of the atmosphere 
and thereby impacting the residence 
time of air pollutants and the most reac-
tive greenhouse gases. The simulations of 
chemical-transport models showed that 

the impact of biogenic VOCs on tropo-
spheric ozone formation can vary from 40 
to 70% of the impact of all nonmethane 
hydrocarbons (NMHCs), with isoprene 
(С5Н8) playing the major role (Guenther et 
al. 2000). As BVOC emissions increase with 
ambient light and temperature (Penuelas 
and Staudt 2010), the expected progres-
sion of climate change may affect BVOC 
emissions and contribute to regional 
changes of atmospheric composition. The 
atmospheric composition measurements 
over Russia along the Trans-Siberian rail-
way in the unique TROICA (TRansconti-
nental Observations Into the Chemistry of 
the Atmosphere) experiments on a mobile 
laboratory in summer 2008 allowed the 
detailed analysis of the main BVOCs levels, 
isoprene and monoterpenes, over Russia 
and the estimation of their impact in tro-
pospheric ozone formation.

Monitoring of the most important ozone 
precursors is carried out on the Global At-
mospheric Watch (WMO GAW) network 
stations. In Russia, the ozone precursors 
are measured occasionally at the stations 
of the State air pollution control network 
existing only in large cities with population 
of over 100 thousand people. The trans-
continental measurements of atmospheric 
composition on a mobile laboratory car-
ried out in the international experiments 
TROICA in 1995-2010 are filled the deficit 
of the information on ozone levels in the 
atmosphere over continental Russia signifi-
cantly (Elansky et al. 2009). In particular, a 
tendency to an increase of ozone forma-
tion in urban air was revealed especially in 
stagnant air conditions. 

Along the Trans-Siberian railway, 87 cities 
are located, which are different in urbaniza-
tion and anthropogenic load intensity. The 
measurements of BVOCs by PTR-MS meth-
od simultaneously with other atmospheric 
compounds along the Trans-Siberian rail-
way in summer 2008 (TROICA-12) allowed 
the detailed analysis of the contribution of 
the main tropospheric ozone precursors to 
its production in differently populated Rus-
sian cities. 
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materIaLs and methods

troIca experiments

TROICA experiments over Russia on a mo-
bile laboratory were carried out regularly 
from 1995 to 2014  (Elansky et al. 2009). 
About 10 inorganic compounds as well as 
aerosols and meteorological parameters 
were measured continuously and simulta-
neously by a specially constructed auto-
mated system. The system was built on a 
railway carriage with air inlets at the height 
of about 4 m above the ground. VOC con-
centrations have been measured routinely 
since 2008. The TROICA carriage–labora-
tory is equipped in accordance with the 
measurement requirements of the Global 
Atmospheric Watch (WMO), and is located 
just after the electric locomotive to mini-
mize various effects of near-surface air per-
turbations due to moving train (Skorokhod 
et al. 2017). The possible impact of oncom-
ing trains as well as human activities in the 
train (all conveniences were placed at the 
end part of the train) on the measurements 
is expected to be generally non-significant 
as demonstrated previously in Crutzen et 
al. (1996), Elansky et al. (2000) and Panin et 
al. (2001). 

This paper is a continuation one from 
Skorokhod et al. (2017), where benzene 
and toluene were investigated. Thus, it de-
scribes the data from the same experimen-
tal period and setup.

In present study, the data from the sum-
mer campaign TROICA-12 (21.07.2008 – 
04.08.2008) along the Trans-Siberian rail-
way (Fig. 1) are analyzed. The train covers 
the total length of the route from Moscow 
to Vladivostok (~ 9288 km) for approximate-
ly 6 days, so the total duration of a single 
campaign is about two weeks. (Henceforth, 
we denote forward path from Moscow to 
Vladivostok, and return path from Vladivo-
stok to Moscow, as east and west segments 
of the whole route, correspondingly). 

Undoubtedly, the results of the observa-
tions at each particular location performed 
from the moving carriage are strongly in-
fluenced by specific weather conditions 

(synoptic patterns), as well as by complex 
interplay of local pollution sources and 
atmospheric transport by turbulent ed-
dies on a variety of scales, the latter being 
considered as a source of random noise in 
the measurement data. Generally, straight-
forward quantification of the effects of at-
mospheric dilution and absolute strength 
of the associated nearby emission sources 
is inhibited in data analyses. Yet, the pas-
sage of each location twice (in the forward 
and return paths of the TROICA campaign) 
allows for some qualitative assessment of 
the impact of weather conditions, since 
the time between the two subsequent 
measurements is of the order of one week, 
which is comparable to the characteristic 
time of the boundary layer ventilation in 
mid-latitudes (Skorokhod et al. 2017). 

Various types of meteorological conditions 
along the railroad can be generalized into 
three distinctive weather patterns when 
traversing mountain area adjacent to Baikal 
Lake (~110° E) in east and west segments. 
There was clear and warm (>20° C at noon) 
weather on the route from Moscow to Bai-
kal, hot weather (>24° C at noon) between 
Baikal Lake area and Vladivostok (east and 
west segments), and cool (daytime tem-
peratures of 15 – 20° C) and rainy weather 
between Baikal Lake and Moscow on the 
return west segment of the route. Night-
time surface temperature inversions and 
stagnant air conditions were common for 
the east segment, although light winds 
were typical for the both east and west 
segments of TROICA. This feature is clearly 
seen in Fig.1 where 2-day back trajectories 
along the TROICA route calculated with the 
use of NOAA HIGHSPLIT model (Stein et al. 
2015; Rolph 2016) based on 3D wind fields 
are shown as averages of corresponding 
ensembles of trajectories originated within 
a height range from 0 – 400 m a.g.l. Accord-
ing to Fig.1, the characteristic distances 
of transport within a planetary boundary 
layer does not exceed 500 – 600 km in the 
two days preceding measurement time, so 
the measured chemical composition of the 
respective air masses can be considered as 
representative of the cumulative impact of 
pollutant sources at local to regional scales. 
The exception is the Far East Region where 
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regional advection by southerly winds may 
contribute to measured pollutant concen-
trations from highly urbanized areas of the 
north-east China.

In the whole, in TROICA-12 experiment 
meteorological conditions was favorable 
to study chemical composition of fresh air 
masses from regional sources and ozone 
production from the emitted precursors 
due to high daytime surface air tempera-
tures and solar radiation.

voc measurements

Isoprene and monoterpenes concentra-
tions were measured by a Compact Pro-
ton Transfer Reaction Mass Spectrometer 
(Compact PTR-MS) from Ionicon Analytik 
GmbH (Austria). Errors in instrument’s cal-
ibration by the proper gas standard (Ion-
icon Analytic GmbH, Innsbruck, containing 
17 VOCs) did not exceed 15%. For PTR-MS 
instrumental parameters (in particular, drift 
tube voltage, temperature and pressure) 
factory settings were used.

The Compact PTR-MS measurement range 
depends on the substances measured, in-
tegration time and system set-up. Its detec-
tion limits for the investigated VOCs are in 
order of pptv. Isoprene and monoterpenes 
were detected by the instrument at masses 
M69 and M137, and M81, respectively. In 
case of isoprene, other aldehydes and ke-
tones are known to be detectable at this 
mass. However, isoprene has been found 
to be the dominant species at M69 within 
various kinds of air masses (de Gouw and 
Warneke 2007). Monoterpenes were ana-
lyzed as the sum of the M137 and M81 sig-
nals as total monoterpenes. 

other components and meteorology

NO and NO2 concentrations were mea-
sured at different times with a TE42C-TL 
instrument (Thermo Electron Corp., USA) 
and with a M200AU instrument produced 
by Teledyne Corp. (USA). These instruments 
apply the chemiluminescent method. The 
minimum NO and NO2 concentrations de-
tectable with these instruments are equal 
to 0.05 ppb, which makes it possible to 
measure the so-called background con-

Fig. 1.  Schematic representation of the TROICA-12 route from Moscow (MSW) to 
Vladivostok (VLK). Thin solid lines across the route represent approximate boundaries 

of various geographic regions: European Russia (ER), Ural mountain region (UR), 
southern parts of West (SWS), Central (SCS), and East (SES) Siberia, and Far East (FE). 
back 2-day trajectories with endpoints at trans-siberian railroad at local noon of each 
successive day of carriage movement are shown for east (black solid) and west (gray 
solid) routs of the campaign. open circles mark air particles positions at 0, 24, and 48 

hours along the each trajectory
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centrations not influenced by the pollution 
sources. NOx concentration is the sum of 
NO and NO2 concentrations (Skorokhod et 
al. 2017).

Ozone concentration was measured with 
Dasibi 1008RS and 1008AH gas analyzers. 
These instruments are based on the pho-
tometric method (Skorokhod et al. 2017). 
They allow measuring the ozone concen-
tration in the range from 1 to 1000 ppb with 
a total error of ±1 ppbv. These instruments 
undergo scheduled calibrations against 
the secondary standard, the O3-41M No. 
1294 instrument, which undergoes in its 
turn annual calibrations against the SRP 
No. 38 standard owned by the Mendeleev 
Research Metrology Institute (Russia).

For measuring of atmospheric pressure, air 
temperature, relative air humidity, as well 
as wind speed and direction, the device of 
type ACAT-3M produced by “SPA Typhoon” 
(Russia) was used. This device included a 
sonic anemometer and proper pressure, 
temperature and relative humidity sensors. 
Additionally, air temperature and relative 
humidity were measured by HMP-233 de-
vice, and atmospheric pressure were mea-
sured by PTA-427 device. Both devices pro-
duced by Vaisala (Finland).

resuLts and dIscussIon

Isoprene and monoterpenes along 
the trans-siberian railway

The areas adjacent to the Trans-Siberian 
railway are markedly different in amount 
of urbanization and anthropogenic load. 
Eighty-seven towns are located immedi-
ately on the railway, sixty-eight towns are 
in the Ural mountain region and West Sibe-
ria with the remaining ones located in the 
East Siberia and the Far East. Yet, it is in the 
area of first tens to hundreds of kilometers 
from the Trans-Siberian railway where the 
most significant regional anthropogenic 
sources are commonly located in all the 
regions considered. As mentioned above, 
the meteorological conditions during the 
most of the TROICA campaign were favor-
able for both studying chemical composi-
tion of fresh air masses contaminated by 

regional sources and for ozone production 
from the emitted precursors due to high 
daytime surface air temperatures and solar 
radiation. 

The major problem of the TROICA data 
analyses is a correct elimination of screen-
ing effects (relative to regional scale pollu-
tion sources) produced by local pollution 
sources along the railroad. Except for small 
areas of biomass burning and smoldering 
in the vicinity of railway, such sources are 
mainly of anthropogenic origin and char-
acterized by highly limited spatial extents 
(and, hence, an impact upon a chemical 
composition), so they can be effectively 
filtered out by applying some objective 
criteria based on the NO/NO2 ratio to the 
original 10-second dataset as described in 
detail in Vasileva et. al. (2011) and in Skorok-
hod et al. (2016). The filtered data (~75% of 
the dataset) were used to calculate 10-min 
averaged dataset, which is analyzed here-
after. 

The most important parameters of tropo-
spheric ozone formation are VOCs and NOx 
(NOx =NO+NO2) concentrations, tempera-
ture and solar radiation. For TROICA-12 
measurements, NOx–sensitive regime 
(NMHC/NOx > 20, where NMHC is a sum 
of nonmethane hydrocarbons) was typi-
cal. Fig. 2 shows a subset ([O3]≥24 ppbv) of 
1-hour averages for O3 and NOx(=NO+NO2) 
along with the corresponding regression 
curve, which were measured under clear 
sky, high air temperature (>25°C), clear sky 
conditions favorable for rapid photochem-
ical ozone production during the course 
of the day. According to Fig.2a, the ozone 
mixing ratio increases nonlinearly with 
NOx, with the measured ozone and NOx are 
broadly satisfying the dependence

    
  

The large scatter of measurement points 
on the plot is due to different degree of 
photochemical processing of the mea-
sured air samples and variations in lo-
cal vertical mixing conditions affecting 
near-surface ozone and NOx abundances. 
We can also see that the discrepancy be-
tween the measurements and the fitted 

(1)O3 = O3 b
+ NOx
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curve has a tendency to increase with 
[NOx] which may be explained by a high 
dependence of the O3 production rate, 
P(O3), on NOx and VOC abundances so that 

22
x3 )VOC]/[]([NO)P(O ∝  (Kleinman et al. 

2001). 

The data shown on Fig. 2a may be viewed 
in a more systematic way by considering 
[O3]/[ NOx] as a proxy for the ratio of local 
ozone photochemical production, P(O3), 
to [NOx] by assuming a proportionality be-
tween the measured ozone concentrations 
and the rate of ozone production, P(O3), in 
the sampled air parcel en route to a mea-
surement point. Then, ]O[)P(O 313 ⋅= c , 
where a constant c1 is a function of mea-
sured [NOx], air mass history, and meteoro-
logical conditions affecting boundary layer 
chemistry. We then obtain a non-linear fit 

βα −= ]NO[]NO/[]O[ xx3 , α =29.08, β =0.87 
(Fig.2b) which represents a uniformly val-
id approximation for a ]NO/[]O[ x3  ( ]NO[ x

) dependence in the sampled air mass. 
The above relation can be rearranged to 

β−= 1]NOln[/]Oln[ x3 dd , where the left 
hand side of the expression gives the rel-
ative sensitivity of O3 production rate to 
[NOx] averaged over the whole set of mea-
surements performed in the photochemi-
cally processed urban air masses encoun-
tered in the TROICA. Kleinmann et al. (1997, 
2001) use the conservation equation for 
free hydrogen radicals (OH, HO2, and or-
ganic peroxides RO2):
     
  
where Q is the radical production rate, 
and   LR and LN are the loss rates due to 

radical-radical reactions and reactions of 
radicals with NOx, to propose a functional 
relationship between ]NOln[/]Oln[ 3 dd  
and QLN / :

which is valid over a wide range of pollution 
levels. Using (3), one can obtain a regional 
average day time ratio for QLN /  from the 
corresponding slope of the regression line 
shown on Fig.2b given the best-fit value for 
the β  exponent: )2/(2/ ββ +=QLN  =0.6 
( β =0.87). The derived value for QLN /  is 
slightly above the theoretically predicted 
threshold value of 0.5 separating between 
NOx and VOC sensitive regimes of ozone 
production (see Fig. 1b from Kleinmann 
et al. (1997)). The final conclusion is that 
the average day-time conditions in the 
urban air masses measured in the TROICA 
campaign are somewhere in the transition 
from NOx to VOC sensitive regimes so that 
the both anthropogenic emissions of NOx 
along with the predominant biogenic VOC 
emissions play equally important role in 
controlling day-time ozone levels in the 
towns along the Trans-Siberian Railroad 
during the weather conditions favorable 
for intence ozone photochemistry.

Fig. 3 shows isoprene and monoterpenes 
derived from the filtered 10-second data-
set for the east and west segments of the 
TROICA-12 experiment. Simultaneous 
measurements of O3, NOx, meteorological 
parameters and altitude a.s.l. along the 
Trans-Siberian railway are also shown in the 
figure. To clarify the time of day, the times 

(3)
dIn O3 / dIn NOx = (1 3

2
LN / Q) / (1 1

2
LN / Q)

Fig. 2.  day-time (10:00–17:00 local time) correlations of O3 and NOx along with the fitting 
curves for [O3]≥25 ppbv: βα ]NO[]O[]O[ x33 += b , b]O[ 3  =24 ppbv, α =4.4 ppbv, and β =0.62 

(a) and βα −= ]NO[]NO/[]O[ xx3  , α  =29.08, β  =0.87 (b)

(a) (b)

(2)Q = LR + LN
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of local noon (12:00 LT) are presented by 
white circles in Fig. 3. The whole path from 
Moscow to Vladivostok is divided into 6 
lengthy segments according to climato-
logical conditions and anthropogenic load 
intensity: European Russia (ER), Ural moun-
tain region (UR), southern parts of West 
(SWS), Central (SCS), and East (SES) Siberia, 
and Far East (FE).

Maximum levels of NOx (> 20 ppb), were 
observed in large cities (with population 
size of 0.25 – 1 million people: Perm, Ekat-
erinburg, Tumen, Omsk, Krasnoyarsk, Ir-
kutsk, Ulan-Ude, Chita, Khabarovsk) along 
the Trans-Siberian railway (see Fig. 3). It was 
shown in Skorokhod et al., 2017 that motor 
vehicle exhausts were the most significant 
anthropogenic source of air pollution in the 
cities along the Trans-Siberian railway, even 
though in some cities (Khabarovsk, Birobid-
zhan, Skovorodino, Tulun, Tajshet, and Tyu-
men) the contribution from other sources 
(including industrial emissions, coal burn-
ing and gasoline evaporation) was also im-
portant. Ozone had a pronounced daily cy-
cle, with a maximum concentration being 
observed in the daytime (see Fig. 3). The 
absence of clearly defined peaks in ozone 
distribution points to the essential role of 

horizontal advection and regional photo-
chemical processes in its spatial distribu-
tion in the developed ABL conditions.

Isoprene and monoterpenes depended 
significantly on temperature and solar 
radiation during the experiment (Fig. 3). 
In this regard, the highest isoprene (≥2.5 
ppb) concentration was observed in the 
daytime (10:00-19:00 LT) in the FE region 
where several favorable factors for their 
emissions occurred: a large amount of de-
ciduous forests, high temperatures (>28°C) 
and light conditions (see Fig. 3). Monoter-
penes can emit from coniferous vegetation 
both during the day and at night with their 
night concentration increasing due to ac-
cumulation of monoterpenes in a stable 
atmosphere. Maximum levels of mono-
terpenes along the Trans-Siberian railway 
(up to 3-9 ppb) were observed during the 
nighttime (19:00 – 02:00 LT) in UR region, in 
SCS and ECS where coniferous vegetation 
is located. 

Estimation of ozone forming potential in 
Russian cities

To evaluate the relative importance of 
VOCs in ground-level ozone formation, in 

Fig. 3.  10-minute isoprene and monoterpene concentrations derived from the filtered 
10-sec dataset for the east (black line) and west (gray line) segments of the TROICA-12 

experiment. simultaneous measurements of o3, nox, meteorological parameters and 
altitude a.s.l. along the trans-siberian railway are also shown
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numerous studies (Xie et al. 2008; Wagner 
et al. 2014) ozone-forming potential (OFP) 
is employed. OFP is defined as:

                                                                                                
where CVOC  is a VOC concentration having 
the dimension of μg/m3, MIRVOC is a max-
imum incremental reactivity (Carter 1994). 
The latter is a dimensionless quantity de-
fined as gram of O3 produced per gram 
of the VOC, which defines the maximum 
ozone concentration formed from chemi-
cal destruction of the given VOC.

We used this method to evaluate the con-
tribution of the studied ozone precursors 
to its production in the Russian cities along 
the Trans-Siberian railway. Taking into ac-
count the fact that all VOCs studied, espe-
cially reactive isoprene, can have significant 
chemical losses during the time before the 
train will pass the mixed air mass in the 
measurement point, we calculated their 
initial concentrations preliminary. 

Initial isoprene concentrations was derived 
from simultaneous measurements of its 
products, MVK and MACR, and isoprene 
concentration following Xie et al. (2008). 
The calculations are based on isoprene re-
action with OH radicals, which is the main 
photochemical loss for isoprene in the at-
mosphere (Stroud et al. 2001). Since this 
method is valid in the daytime, only day-
time measurements (10:00 – 19:00 LT) were 
used for calculations of initial isoprene con-
centrations in this study. 

For monoterpenes, atmospheric oxidation 
by ozone and nitrate radical (NO3) is also 
very important (Perakyla et al. 2014).  How-
ever, monoterpene loss due to the reac-
tions with NO3 is more important during 
the night. The evaluations based on ozone 
oxidation is a problem at this stage of the 
study and expected to be taken into ac-
count in future work. Thus, we estimated 
initial daytime concentration of monoter-
penes basing only on their reaction with 
OH radicals following the method of Wied-
inmyer et al. (2001). 

The derived initial concentrations of iso-
prene and monoterpenes are 4 and less 

than 1.5 times higher on average, respec-
tively, than the measured ones. The OFPs 
were calculated from the initial concen-
trations of isoprene and monoterpenes for 
differently populated Russian cities along 
the Trans-Siberian railway during the day-
time (10 – 19 LT (local time)). This period 
is characterized by the most active pho-
tochemical ozone formation due to VOCs 
reactions with OH radicals. 

Contribution of isoprene and monoter-
penes to ozone formation in Russian cities

Calculated OFPiso and OFPmono along the 
Trans-Siberian railway are in average 15±13 
and 18±25 ppbv of ozone, respectively. 
The highest OFPs due to isoprene (up to 
40 ppbv) were estimated in Central Siberia 
and in the Far East. OFPs due to monoter-
penes were the highest in the regions of 
coniferous vegetation, Ural and Central 
Siberia, and reached 80 ppbv. Significant 
OFPs due to BVOCs (16±12 and 28±34 
ppbv of ozone due to isoprene and mono-
terpenes, respectively) were obtained in 
the cities along the Trans-Siberian railway, 
where high NOx concentration (10-20 
ppbv) along with high daytime tempera-
tures (>25°C) were observed. Fig.4 shows 
that monoterpenes mainly contribute to 
tropospheric ozone formation in most 
Trans-Siberian cities. Only in the Far East 
cities, where a large deciduous vegetation 
area of the Trans-Siberian railway is located, 
isoprene plays the main role in tropospher-
ic ozone generation (see Fig. 4). 

Table 1 shows that OFPiso increases with 
the population-size of the cities. It can be 
due to either the greater proportion of de-
ciduous vegetation in the large cities along 
the Trans-Siberian railway or the impact of 
anthropogenic isoprene sources (transport 
exhausts, power plants etc.), which can 
fluctuate in summer urban air between 10-
50% (Borbon et al. 2001; Starn et al. 1998). 
An impact of monoterpenes on ozone for-
mation is generally the lowest in the me-
dium-sized cities and the highest in the 
small-sized ones. 

(4)OFPVOC µg / m3 = CVOC MIRVOC
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concLusIon

Due to a lack of information about the 
impact of the most important ozone pre-
cursors on its production in Russian cities, 
ground-based levels of important BVOCs, 
isoprene and monoterpenes, as well as NOx 
and O3 measured simultaneously along the 
Trans-Siberian railway on a mobile railway 
laboratory in TROICA-12 campaign in sum-
mer 2008 were analyzed. Meteorological 
conditions during the most of the TROICA 
campaign were favorable for both studying 
chemical composition of fresh air masses 
contaminated by regional sources as well 
as for ozone production from the emitted 
precursors due to high daytime surface air 
temperatures and solar radiation. 

It was shown that the highest isoprene 
(≥2.5 ppb) concentration was observed in 
the daytime in the FE region where sev-
eral favorable factors for their emissions 
occurred: a large amount of deciduous 
forests, high temperatures (>28°C) and 
light conditions. Monoterpenes also emit-
ted from coniferous vegetation during the 
night with their concentration increasing 
due to accumulation in a stable atmo-
sphere. Maximum levels of monoterpenes 
along the Trans-Siberian railway were 
observed during the nighttime measure-
ments (up to 3-9 ppb) in UR region, in SCS 
and ECS where coniferous vegetation is lo-
cated. Thus, biogenic ozone precursors are 
dependable on the parameters of atmo-
spheric boundary layer (ABL). 

Fig. 4.  Contribution of isoprene and monoterpenes to ozone formation potential 
(OFP) in the cities along the Trans-Siberian railway (OFPiso + OFPmono in each 

city gives 100%)
Table 1. The percentiles of OFPs and NOx (P10 - P90 (P50)) in all cities along the Trans-

Siberian railway (in ppb)

Population, thous. (number of cities 
crossed in daytime)

OFPiso OFPmono NOx

<50 (2) 5.65-17.35 (9.67) 6.32-54.45 (18.99) 1.99-10.74 (5.12)

50-250 (4) 7.19-37.65 (11.02) 4.45-23.19 (10.53) 2.48-13.61 (4.89)

>250 (5) 5.43-54.02 (24.49) 6.89-40.35 (16.19) 2.65-16.29 (9.71)
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Maximum levels of NOx (> 20 ppb), were 
observed in large cities (with population 
size of 0.25 – 1 million people: Perm, Ekater-
inburg, Tumen, Omsk, Krasnoyarsk, Irkutsk, 
Ulan-Ude, Chita, Khabarovsk) along the 
Trans-Siberian railway. To evaluate the rel-
ative importance of BVOCs in ground-lev-
el ozone formation in Russian cities 
along the Trans-Siberian railway, daytime 
ozone-forming potential (OFP) was cal-
culated. Taking into account that all VOCs 
studied can have significant chemical loss-
es during their transport from sources to 
the measurement point, calculated initial 
concentrations of isoprene and monoter-
penes were used for OFPs evaluation. Initial 
concentrations of isoprene and monoter-
penes is about 4 and up to 1.5 times higher 
than the measured concentrations.

Calculated OFPiso and OFPmono along the 
Trans-Siberian railway are in average 15±13 
and 18±25 ppbv of ozone, respectively. The 
highest OFPiso (up to 40 ppbv) was estimat-
ed in Central Siberia and in the Far East. 
OFPmono was the highest in the regions of 
coniferous vegetation, Ural and Central Si-

beria, and reached 80 ppbv. In the most cit-
ies along the Trans-Siberian railway, where 
high NOx concentration (10-20 ppbv) along 
with high daytime temperatures (>25°C) 
were observed, monoterpenes made a 
main contribution to tropospheric ozone 
formation. Only in the Far East cities, where 
the largest deciduous vegetation area of 
the Trans-Siberian railway is located, iso-
prene played the main role in tropospheric 
ozone generation. It was also noted that 
OFPiso increased with the population-size of 
the cities. It can be either due to the greater 
proportion of deciduous vegetation in the 
large cities along the Trans-Siberian railway 
or due to the possible impact of anthro-
pogenic isoprene source. OFPmono was the 
lowest in the medium cities and the high-
est in the small ones.
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DYNAMICS IN DRY SEASON 2015-2016 
ACCORDING TO LANDSAT 8 DATA IN THE 
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ABSTRACT. Located in Southeast Asia, Vietnam is one of the most severely affected 
countries by climate change and faces to series of challenges related to climate change, 
in which droughts are one of the most serious natural disasters. Land surface temperature 
(LST) is important factor in evaluating soil moisture and drought phenomenon. Remote 
sensing technique with many advantages, compared with traditional methods, can be 
used effectively for retrieving LST. This article presents study on the application of LANDSAT 
8 multi – temporal data for monitoring LST changes in dry season 2015 – 2016 in Loc Ninh 
district, Binh Phuoc province in Southeast region of Vietnam. LST was derived using Split-
Window (SW) algorithm. The results showed that the LST at the end of 2015 – 2016 dry 
seasons (in February and March) is much higher than at the early of dry season. The area 
with LST higher than 309 K increases very fast in dry season 2015 – 2016, from less than 
1% of the total study area in November and December to 19.59% in February and 30.74% 
in March. The results obtained in this study can be used to create the LST distribution map 
and to monitor drought phenomenon.

kEY wORDS: remote sensing, LST, drought, thermal infrared, LANDSAT, Vietnam
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INTRODUCTION

Vietnam is likely to be one of the sever-
al countries most adversely affected by 
climate change. During the last 50 years, 
Vietnam’s annual average surface tem-
perature has increased by approximately 
0.5 – 0.7 0C (Vietnam assessment report 
on climate change). LST is important fac-

tor in global change studies, in estimating 
radiation budgets in heat balance studies 
and as a control for climate models. LST 
can provide important information about 
the surface physical properties and climate 
which plays a role in many environmental 
processes (Mallick et al. 2008; Mira 2007). 
The estimation of LST pays important role 
in numerical modeling especially in phys-
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ical based hydrological models where wa-
ter balance/budgeting of the catchment 
is an important component (Thakur and 
Gosavi 2018). 

Many researchers have used remote sens-
ing data to determine and monitor LST 
distribution. Retrieval of LST using ther-
mal infrared bands of satellite images is 
the most effective way to derive energy 
balance and evapotranspiration (ET) on 
regional basis (Pariada et al. 2008). Since 
the last of 20th century, satellite-derived 
surface temperature data have been uti-
lized for regional climate analyses on dif-
ferent scale (Carnahan and Larson 1990). 
Beginning with  Landsat 4, Landsat satel-
lite series provides the data for retrieval 
of LST for longer period of time. Landsat 
5 TM and Landsat 7 ETM+ data were used 
to estimate LST in urban area (Alipour et 
al. 2007; Mallick et al. 2008; Kurma et al. 
2012; Balling and Brazel 1988; Grishchen-
ko 2012; Marchokov and Trinh 2013; Tran 
et al. 2009; Trinh 2014). The results of these 
studies have demonstrated that in the big 
cities, urban heat island effect is becoming 
a problem due to increasing coverage of 
land with asphalt pavements. 

The relationship between LST and vege-
tated areas has been documented in the 
many studies. Cueto et al. (2007) found 
correlation between surface temperature 
in Mexicali (Mexico) and land use by using 
remote sensing data. Hyung Moo Kim et 
al. (2005) proposed algorithm to estimate 
the statistical correlation between LST 
and vegetation index. A study by Cai et al. 
(2017) analyzed the relationship between 
LST and land cover changes in zhengzhou 
city (Huabei Plain) using multi-temporal 
satellite data. They examined the useful-
ness of Landsat 5 TM imagery for classify-
ing land cover/land use and using thermal 
infrared band (band 6) to produce a ther-
mal map of zhengzhou city.

LST is also one of the most important fac-
tors in studying drought phenomenon, as 
well as input parameters for climate models 
(Alshaikh 2015). Many studies have proven 
that a combination of surface temperature 
and normalized difference vegetation in-

dex (NDVI) can provide information about 
surface soil moisture. A study by Lambin 
and Ehrlich (1996) reviewed extensively 
the drivers between normalized difference 
vegetation index (NDVI) and brightness 
temperature (BT), and described a gener-
al spatial pattern of relationships between 
NDVI and BT, related to land cover. They 
concluded that BT/NDVI slope could be 
used to classify land cover, and monitor 
land cover changes over time when asso-
ciated to seasonality information, retrieved 
from NDVI annual variations alone (Julien 
and Sobrino 2009). Sandholt et al. (2002) 
proposed a drought index called  Tem-
perature Vegetation Dryness Index (TVDI), 
which is calculated from satellite derived 
vegetation index (NDVI) and surface tem-
perature. This drought index is also used in 
many other studies to assess soil moisture 
and drought status (zverev and Trinh 2015; 
Chen et al. 2011; Shang et al. 2017).

A number of algorithms have been used 
to estimate the LST using remote sensing 
thermal infrared (TIR) data as it is capable to 
decipher the thermal characteristic of the 
land surface. These algorithms are namely 
mono-window (MW), split-window (SW), 
dual-angle (DA), single-channel (SC)…
(Galve et al. 2008; Rongali et al. 2018). The 
studies carried out in different areas, such 
as the northern Negev Desert, Israel (Du 
et al. 2014; Rozenstein et al. 2014) and the 
Beas River basin, India (Rongali et al., 2018) 
show that the split-window algorithm can 
be adjusted for estimating LST from Land-
sat 8 data to get better accuracy. The objec-
tive of our paper is to evaluate the dynam-
ics of LST in Loc Ninh district, Binh Phuoc 
province of Southeast region of Vietnam 
during 2015 – 2016 dry season using Land-
sat 8 multi-temporal data. SW algorithm 
was used to calculate LST from Landsat 8 
data in this case study. 

STUDY AREA AND MATERIALS

Loc Ninh is a mountainous district in the 
northwestern border of Binh Phuoc prov-
ince, with a borderline of over 100 kilome-
ters. It is bordered by Kratie and Cong Pong 
Cham provinces (Cambodia). The area is 
bounded between latitude 11039’6.09’’N to 
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12005’50.7’’N and longitude 106024’39.5’’E 
to 106059’19.3’’E (Fig. 1) (locninh.bin-
hphuoc.gov.vn, 2018). The district covers an 
area of 853.95 km2 and had a population of 
115268 people (locninh.binhphuoc.gov.vn, 
2018). Loc Ninh district has a high terrain 
in the north and low terrain in the south. It 
located in tropical monsoon region; the cli-
mate is divided into two seasons: the rainy 
season from May until October and the 
dry season from November to April, while 
March and April are the warmest and driest 
months. This is the largest pepper growing 
area of Binh Phuoc province and also is one 
of the most regions severely affected by 
drought in Southeast region of Vietnam.
In this study, five multispectral cloud – free 
LANDSAT 8 OLI - TIRS images (path 124, 

row 52) with a spatial resolution of 30x30 
meters were acquired from November 
24, 2015, December 26, 2015, January 11, 
2016, February 28, 2016 and March 31, 
2016 (Fig. 2). The LANDSAT 8 data was the 
standard terrain correction products (L1T), 
downloaded from United States Geologi-
cal Survey (USGS – http://glovis.usgs.gov) 
website. The data used in this study was 
grouped into two categories (Table 1): the 
thermal infrared data (band 10) was used 
to calculate temperature, the red (band 4) 
and near infrared band (band 5) to calcu-
late surface emissivity based on normalized 
difference vegetation index (NDVI).

The SW algorithm is based on the different 
atmospheric absorption behavior of two ra-
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Fig. 1. The study area, Loc Ninh district, Binh Phuoc province, Vietnam

Table 1. Overview of the satellite scenes applied in this study

No. Data type
Band used for 
temperature

Band used for NDVI
Time of data 
acquisition

1 LANDSAT 8 10 4, 5 24 November 2015

2 LANDSAT 8 10 4, 5 26 December 2015

3 LANDSAT 8 10 4, 5 11 January 2016

4 LANDSAT 8 10 4, 5 28 February 2016

5 LANDSAT 8 10 4, 5 31 March 2016
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diometric channels within the 10 – 12.5µm 
window region (Rongali et al. 2018). The 
basis of the SW algorithm is the radiance 
attenuation for atmospheric absorption, 
which is proportional to the radiance dif-
ference of simultaneous measurements at 
two different wavelengths, each of them 
being subject to varying amounts of atmo-
spheric absorption (McMillin 1975; Rongali 
et al. 2018). According to this algorithm, 
LST can be determined by the following 
formula (Jiménez-Muñoz et al. 2014):
Where:

Ts – land surface temperature;
TB10, TB11 – brightness temperature of band 
10 and 11 of Landsat 8 imagery;
W – atmospheric water vapor content (g/
cm2). The value of atmospheric water vapor 
content is calculated using formula pro-
posed by Huazhong (Huazhong et al. 2014);
ε – mean emissivity;
Δε – emissivity difference;
C0 to C6 – SW coefficients values. The values 
of SW coefficients are given in Table 2 (So-
brino et al. 2006; Skokovic et al. 2014).

The flowchart of SW algorithm utilized in 
the present study for the estimation of LST 
is shown in Fig. 3.
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Fig. 2. LANDSAT 8 multispectral images in Loc Ninh district, RGB:543
Methodology

Ts = TB10 + c1(TB10 TB11) + c2(TB10 TB11)2 + ...
...+ c0 + (c3 + c4w)(1 ) + (c5 + c6w)

(1)

Table 2. SW coefficient values for TIRS band of Landsat 8 imagery

No. Constants Value

1 C0 -0.268

2 C1 1.378

3 C2 0.183

4 C3 54.300

5 C4 -2.238

6 C5 -129.200

7 C6 16.400
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In first step, OLI and TIRS band data must 
be converted to TOA spectral radiance us-
ing the radiance rescaling factors provid-
ed in the metadata file (Landsat.usgs.gov, 
2018):

where: 
Lλ    - TOA spectral radiance (Watts/( m2 * 
srad * μm)),

ML - Band-specific multiplicative rescaling 
factor from the metadata (RADIANCE_
MULT_BAND_x, where x is the band num-
ber) (Landsat.usgs.gov, 2018),
AL - Band-specific additive rescaling fac-
tor from the metadata (RADIANCE_ADD_
BAND_x, where x is the band number) 
(Landsat.usgs.gov, 2018),
Qcal - Quantized and calibrated standard 
product pixel values (DN).

In second step, the LANDSAT thermal 
band data (band 10 and band 11) can 
be converted form spectral radiance to 
brightness temperature using following 
equation (Landsat.usgs.gov, 2018):

where:
TB – At satellite brightness temperature (K),
K1 – Calibration constant 1 (W/(m2.sr.µm)),
K2 – Calibration constant 2 (K) (Landsat.
usgs.gov, 2018).

For determining LST from LANDSAT data, 
values of land surface emissivity are need-
ed. In this paper, the surface emissivity is 
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Fig. 3. Split-Window algorithm for LST retrieval

No. Data type Band ML AL

1 LANDSAT 8 TIRS 10 3.3420×10-4 0.10000

No. Data type Band K1 (W/(m2.sr.µm))  K2 (Kelvin)

1 LANDSAT 8 10 774.89 1321.08

2 LANDSAT 8 11 480.89 1201.14

Table 3. LANDSAT 8 TIRS spectral radiance ML, AL dynamic ranges

Table 4. LANDSAT 8 thermal band calibration constants

L = M L
. Qcal + AL

TB =
K2

In(
K1

L
+1)

(2)

(3)
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determined by using method based on 
NDVI image, which proposed by Valor and 
Caselles (1996) by following equation (Val-
or and Caselles 1996):

where:
ε – Surface emissivity,
εv, ε

s – Emissivity of pure vegetation covers 
and pure soil areas, respectively. 
Pv - The percentage of vegetation in one 
pixel, which calculated by equation (Vlass-
ova et al. 2014):

where:
NDVI – normalized difference vegetation 
index, which can be calculated by equa-
tion (Rouse et al. 1973):

RED and NIR – the spectral reflectance in 
red and near – infrared band, respectively.
NDVIveg. and NDVIsoil - the NDVI values of 
vegetation and open soil, which are deter-
mined experimentally using a series of test 
area for vegetation and open soil.

For calculating NDVI index, the digital 
number of red and near infrared band was 
converted to surface reflectance value. In 
this study, one very advance atmospheric 
approach (FLAASH) has been applied on 
the Landsat 8 multispectral image, and 
then, the NDVI is calculated according to 
Eq. 7.

The land surface emissivity images of 
bands 10 and 11 are used to calculate 
mean and difference emissivity:

In last step, LST can be calculated by fol-
lowing equation (1).

RESULTS AND DISCUSSION

The reflectance values for red and near 
infrared channels of LANDSAT 8 data was 
used to calculate normalized difference 
vegetation index (NDVI). For determining 
surface emissivity by this methodology, 
values of soil and vegetation emissivity are 
needed. The emissivities of pure soil and 
pure vegetation cover were calculated 
from the MODIS UCSB emissivity library 
using method proposed by Tang (Tang et 
al. 2011). Soil and vegetation emissivities 
for Landsat 8 TIRS bands are listed in Table 
5 (Yu et al. 2014).

Basing on the emissivities values of soil 
and vegetation, emissivity image was pre-
pared using method of Valor and Caselles 
by using formula (5).

From brightness temperature and land 
surface emissivity images, the LST image 
was obtained by using Spatial Modeler 
of ERDAS Imagine 2014 program. Fig. 4 
shows the spatial distribution of LST in Loc 
Ninh district, Binh Phuoc province (South-
east region of Vietnam) in dry season 2015 
– 2016.
       
The LST ranged from 296.85 to 316.04 K 
in November 24, 2015; 292.52 to 311.17 
K in December 26, 2015; 298.85 to 313.92 
K in January 11, 2016; 298.42 to 321.27 K 
in February 28, 2016 and 300.20 to 321.53 
K in March 31, 2016. Thus, it can be seen 
that the minimum and maximum LST in 
the early months of the dry season 2015 
– 2016 (November and December) is 
much lower than in February and March 
(the end of dry season). The average LST 
in dry season 2015 – 2016 in Loc Ninh dis-
trict, Binh Phuoc province also increased 
significantly, corresponding to 301.02 K in 

= v
. Pv + s(1 Pv )

Pc =
NDVI NDVIsoil

NDVIveg NDVIsoil

2

NDVI = NIR RED
NIR + RED

(4)

(5)

(6)
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= 10 + 11

2
= 10 11

(7)

(8)

No. Band Soil Vegetation

1 Band 10 0.9668 0.9863

2 Band 11 0.9747 0.9896

Table 5. Emissivities of soil and vegetation for Landsat 8 TIRS band 10 and 11
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November 24, 2015; 300.89 K in Decem-
ber 26, 2015; 303.82 K January 11, 2016; 
305.18 K in February 28, 2016 and 308.42 K 
in March 31, 2016. According to obtained 
result, the northern area has highest LST 
in all months of dry season 2015 – 2016 
(Fig. 4). These areas have sparse vegetation 
cover and uncultivable land. High LST are 
also recorded in agricultural land use and 
residential land in the center and southern 
part of the study area. Meanwhile the area 
with full vegetation coverage in center of 
study area has much lower LST.  

LST data from 10 measurements points 
at February 28, 2016 (Fig. 5d) were used 
in the comparison with temperature cal-
culated from Landsat 8 image, which ac-
quired from same day. This in situ data 
were observed in the framework of the 
ministry-level project (Ministry of Natural 
Resources and Environment (Vietnam), 
No. 2015.08.10) and were collected from 
10:00 am to 11:00 am local time in the day 
selected. Comparison between the LST at 
the measurement points and the results 
calculated from the Landsat 8 satellite im-
age (February 28, 2016) based on SW and 
MW algorithms is presented in Table 6. It 
can be seen that LST at the measurements 
points is lower than the temperature cal-
culated from the Landsat 8 image. The 

biggest difference between in situ data 
and LST calculated from the Landsat 8 im-
age is 1,75 (K) degree. In addition, it can 
be seen that the LST value determined by 
SW and single-channel (SC) algorithms 
are highly similar. However, overall the LST 
value determined by used SW algorithm 
tends to be smaller than using the SC al-
gorithm (Table 6). Thus, the difference be-
tween the LST values determined by used 
SW algorithm and the in situ data is lower 
than using the SC algorithm.
    
The LST distribution map of the study 
area displays the different zone of tem-
peratures. The density sliced image shows 
seven temperature zones that represents 
greater than 310, 309 – 310, 307 – 309, 305 
– 307, 303 – 305, 301 – 303 and less than 
301 K respectively. LST distribution maps 
in Loc Ninh district, Binh Phuoc province 
in dry season 2015 – 2016 are shown in 
Fig. 4 and Table 7. Analysis of the results 
showed that, in the early of dry season, 
much of the study area has a lower LST 
(less than 301 K), corresponding to 57,12% 
and 58,11% of the total area on Novem-
ber 24 and December 26, 2015. Areas with 
temperatures between 301 and 303 K also 
occupy significant areas in the early dry 
season (33,57% and 22.20% of the total 
area on November 24 and December 26, 
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Fig. 4. LST over study area in dry season 2015 – 2016 retrieval from LANDSAT 8 data
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2015). Areas with LST over 309 K occupy 
relatively small areas; especially areas with 
temperatures above 309 K are almost neg-
ligible (less than 0.1% of the total study 
area at the early of dry season).

 Areas with LST less than 301 K strongly 
decreased at the mid-dry season (January 
2016), which occupies only 5,41% of the 
total area of the district. Most of the study 
area at the mid-dry season has LST be-

tween 301 to 307 K (over 92% of the total 
area). Areas with LST over 307 K, although 
increased compared to the early of dry 
season, however, it accounts for over 2% 
of the total study area.

The LST increases rapidly at the end of the 
dry season, from the end of February 2016. 
Most of the study area at the end of dry 
season 2015 – 2016 has LST over 303 K, in 
that area with LST over 309 K a significant 
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No. of 
monitoring 

location
Coordinates

LST (K)

Difference (K)From remote sensing data
In situ data

SW algorithm
SC algorithm 

(band 10)

1
110 49’24” N

308.45 309.31 307.50 0.95
1060 35’48” E

2
110 50’59” N

310.34 310.45 309.10 1.24
1060 35’27” E

3
110 50’24” N

311.27 311.94 310.20 1.07
1060 31’20” E

4
110 51’14” N

302.68 302.93 301.40 1.28
1060 36’07” E

5
110 50’49” N

310.65 310.80 308.90 1.75
1060 35’36” E

6
110 50’28” N

309.29 309.48 308.30 0.99
1060 34’47” E

7
110 51’24” N

300.78 300.90 299.50 1.28
1060 36’17” E

8
110 51’34” N

300.47 300.75 299.20 1.27
1060 35’57” E

9
110 50’26” N

303.88 303.97 303.10 0.78
1060 36’07” E

10
110 52’10” N

313.74 313.81 312.50 1.24
1060 39’16” N

Table 6. Compare the LST at the measurement points and the results calculated from 
the Landsat 8 satellite image
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increase, corresponding to 20,46% and 
31,20% of the total study area on Febru-
ary 28 and March 31, 2016. Thus, it can be 
noticed, LST of Loc Ninh district tend to 
increase significantly in dry season 2015 
– 2016, in that March is considered to be 
the hottest month. This is also consistent 

with monitoring data at meteorological 
stations and in situ data of ministry-level 
project (Ministry of Natural Resources and 
Environment (Vietnam), No. 2015.08.10).
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Fig. 5. Spatial distribution of LST over study area in dry season 2015 – 2016 using 
LANDSAT 8 data

No. LST (K)

Area

November 24, 
2015

December 26, 
2015

January 11, 
2016

February 28, 
2016

March 31, 
2016

ha % ha % ha % ha % ha %

1 < 301 48580.56 57.12 49422.56 58.11 4601.21 5.41 5162.54 6.07 2423.93 2.85

2 301-303 28551.29 33.57 18881.1 22.2 30796.61 36.21 16780.37 19.73 13837.64 16.27

3 303-305 6259.68 7.36 10112.44 11.89 25276.86 29.72 19714.59 23.18 17988.08 21.15

4 305-307 1292.76 1.52 5307.12 6.24 15972.39 18.78 16559.24 19.47 17350.2 20.4

5 307-309 314.685 0.37 1233.23 1.45 6693.44 7.87 9432.05 11.09 6914.57 8.13

6 309-310 34.02 0.04 25.52 0.03 995.09 1.17 13276.31 15.61 22912.47 26.94

7 > 310 17.01 0.02 68.04 0.08 714.42 0.84 4124.93 4.85 3623.13 4.26

Table 7. Temporal dynamics of LST in Loc Ninh district, Binh Phuoc province in dry 
season 2015 - 2016
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CONCLUSION

In this study, we applied SW algorithm to 
retrieve LST from Landsat 8 TIRS data for a 
case study of Southeast region of Vietnam 
in 2015 – 2016 dry season. Results ob-
tained from the proposed SW algorithm 
have been compared with the results ob-
tained from the SC algorithm (using only 
band 10) and in situ data of LST to assess 
the performance of the SW algorithm. It is 
observed that the LST obtained from SW 
and SC algorithms are having similar order 
of values, however, the SC algorithm esti-
mates higher temperature values as com-
pared with the SW algorithm.

The spatial distribution of LST obtained 
from SW algorithm showed that  LST in 
Loc Ninh district, Binh Phuoc province 
(Southeast region of Vietnam) at the end 
of 2015 – 2016 dry season is a significant 
increase compared to the early dry sea-

son. This increase expressed in minimum, 
maximum and average LST, especially ar-
eas with temperatures higher than 309 K. 
The study reveals that the central part of 
Loc Ninh district with high canopy cover 
has lower LST, whereas in the northern 
part with barren lands and residential area 
have high LST values.

The results obtained in this study can be 
used to map and evaluate the dynamics of 
LST, and to provide the input information 
for drought assessment and monitoring 
models.
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ABSTRACT. Renewable energy use is spreading worldwide presenting the future of the 
power engineering – its renewable resources and low ecological impact characterize 
one of the best technologies to support permanently growing energy consumption and 
contribute to sustainable development. But its development is sometimes hampered by 
lack of suitable technologies and strong positions of the competing conventional energy 
production. Moreover, critics emphasize such problems of renewable energy use as unstable 
energy production, complicated connection to power lines, some ecological problems. To 
prove its efficiency renewable energy development needs support by relevant resource 
and ecological assessments. This paper presents our research concerning wind farm 
location issue regarding both production efficiency and minimal ecological impact. Our 
field research in Crimea was directed at on-site assessment of wind farm location efficiency 
as well as studies of public opinion concerning local wind farms and wind energy use in 
general. It was found out that Crimean wind farms have controversial location efficiency 
related to its power production. But their ecological impact was minimal proved by both 
on-site measurements and sociological survey results.  It was also found that wind turbine 
noise impact had a very complicated character, but had no significant ecological impact.
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INTRODUCTION

Nowadays economic activities are pro-
moted by power engineering develop-
ment which ecological footprint may be 
clearly determined. Turn to renewable en-
ergy use may help to solve both problems. 
But renewable energy use also has a cer-
tain negative ecological impact, depend-
ing mainly on technological issues. Com-
bining energy and ecological efficiency 
is a very complicated task. We tried to 
characterize wind farms at our study area 
in this respect using world experience in 
efficient work of wind farms and minimi-

zation of wind turbines environmental 
impact. We avoid discussion of financial 
aspects of wind farms construction and 
operation presenting quite different as-
pect of efficient wind energy use. 

Background

The principle factor controlling wind farm 
energy generation and environmental im-
pact at a local level of wind energy use is 
its location in the environment. .Efficiency 
of electricity generation is defined by two 
issues: wind power potential depending 
on meteorological parameters and inter-



dependent work of wind turbines since 
each wind turbine (being a physical ob-
stacle) produces a turbulent trace in the 
airflow. Such effect is noticeable at some 
distance from a wind turbine depending 
on a rotor diameter (UK Department of the 
Environment 2007; Samorani 2010; Meyers 
and Meneveau 2011).

Being at the top list of environment-friend-
ly power production wind energy produc-
tion still has some negative impact (Fig. 
1) (Rabl and Spadaro 2005). Minimization 
of wind farm ecological impact requires 
detailed field studies of local landscapes, 
fauna, human health.

Environment impact also depends on a 
stage of wind farm project implementa-
tion. At the construction stage mechani-
cal disturbances are typical and might be 
harmful for local land use (Brannstrom at 
al. 2017), while there is only contradictory 
visual impact at the operation stage (Filin 
1997; NzWEA 2017). Impact on animals 
differs a lot: from physical contact (birds, 
bats, insects) (AWEA 2006; Baerwald at al. 
2008; Dillo and Tronstad 2012) to low-fre-
quency vibrations and noise (livestock 
in stalls, meadow and desert fauna) and 
ground vibration (soil meadow and des-
ert fauna) (Mikolajczak at al. 2013; Lopucki 
and Perzanowski 2018). Human impact   is 
connected with low-frequency vibrations 
and noise, but it should be a long-term im-
pact to have any effect (Leventhall 2003). 

Noticeable impact on microclimate is 
possible only in case of large wind farms, 
where decreased annual wind speed leads 
to larger amplitudes of daily temperatures 
(Keith at al. 2004; Bettex 2012).

Study area

Our field research was conducted in Sep-
tember, 2017 in Crimea. This region was 
chosen as one of the best areas in Eastern 
Europe to develop wind energy use. Be-
sides the Crimean Peninsula has sufficient 
wind (and solar) resources, this territory 
has already several wind (and solar) power 
stations (Fig. 2) which generated 25% of 
Crimean electricity in 2015 (MERF, 2015). 
But Crimean power production covered 
only 20% of local consumption (MERF, 
2015). Considering this fact and problems 
with energy transport from other regions 
(RIA News Crimea 2015; Kommersant 
2016; Regnum 2017; SM news 2017), the 
necessity of Crimean local  power produc-
tion is obvious. And this gives a chance to 
wind energy production development.

Nowadays seven wind farms (103.9 MW 
of total installed capacity) are being op-
erated in different parts of the peninsula 
(Fig. 2). We have chosen three wind farms 
to study different models of wind turbines 
used for power production: Ostaninska-
ya, Presnovodnenskaya and Sakskaya 
(Mirnovsky site) wind farms (Table 1).
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Fig. 1. Schematic visualization of wind turbine environment impact
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Table 1. General characteristic of the studied wind farms

Wind farm
Location, 
operation 

period

The characteristic of installed wind turbines 
(SUE Crimean Generating Systems, 2017)

Total 
installed 
capacityModel Capacity

Tower 
height/ 
Rotor 

diameter

Amount

Ostaninskaya

25 km to the 
west from 

Kerch town, 
1 km to 

the south-
west from 

Stantsionnoe 
village:

since year 2013

Furhlander 
FL2500/100

2,5 MW 98/100 m 10 turbines 25 MW

Presnovodnenskaya

25 km to the 
west from 

Kerch town, 
2 km to the 
south from 

Stantsionnoe 
village:

since year 2006

USW
56-100

107,5 kW 18/17 m 52 turbines

7,4 MW

AN Bonus 
600 kW

600 kW 50/44 m 3 turbines

Sakskaya (Mirnovsky 
site)

21 km to the 
north-west 

from Evpatoria 
town, 2 km to 
the north from 
Krylovka village:
since year 1998

USW
56-100

107,5 kW 18/17 m
155 

turbines

18,46 MW

Turbowinds 
T-600-48

600 kW 50/48 m 3 turbines

Fig. 2. Fuel and energy production map of the Crimean Peninsula (based on the map 
from Krymsky Telegraf 2013)



MATERIALS AND METHODS

To characterize the efficiency of electricity 
generation on the selected wind farms we 
assessed wind power potential at wind farms 
areas. The assessment data included Gisme-
teo meteorological data, relief (SRTM mod-
el) and land use pattern studies. The results 
were compared with projects data. Land use 
and wind farms schemes were received from 
IKONOS images (1m resolution). Wind power 
potential of wind farms areas was calculat-
ed using the following formulas (Elistratov, 
Kuznetsov, 2003):
U – wind speed at wind turbine height, 

Ua – wind speed at anemometer height (10 
m), 
Kh – height adjustment factor, where
Н – wind turbine height, 

ha – anemometer height (10 m), 
m –  exponent which is taken depending on 
the wind speed at the height of anemometer

During the field research we visited the se-
lected wind farms to measure noise and visual 
impact (loss of aesthetic landscape features) 
of wind farms and impact produced by specif-
ic wind turbine models. Noise measurement 
was provided by standard methods (SWL1 
type) using handheld SLM2. The received data 
was imposed on a land use map to define im-
pact zones of wind farm. Visual impact of wind 
farms was characterized using aesthetical 
landscape science methods (Nikolaev 2005) 
and visual pollution methods (Filin 1997). We 
followed guidelines for visual impact assess-
ment presented at Fig. 3.

At the same time, we conducted sociological 
survey asking local people about noise and 
visual impact of the neighboring wind farms 
and their general view on wind energy devel-
opment in the region (Fig. 4).

U = Ua
. Kh

Kh = (H / ha )m

(1)

(2)
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Fig. 3. Visual impact assessment process (Wilson 2002)

Fig. 4. The principal scheme of our sociological survey
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RESULTS AND DISCUSSION

Each of the selected wind farms was char-
acterized regarding their locations (affect-
ing its energy production efficiency) and 
visual impact. Noise pollution was mea-
sured for each type of wind turbine mod-
els.

Location factors

Electricity generation efficiency of wind 
turbines highly depends on their location 
regarding wind power potential of a terri-
tory. Properly positioned modern wind tur-
bines, being equipped by yaw system, may 
effectively and independently produce 
electricity permanently in case of  strong 
enough winds of different directions.
But the situation changes when we deal 
with a wind farm consisting of two and 
more wind turbines. Every wind turbine 
causes air turbulence reducing wind pow-
er potential at some distance. That is why 
wind turbines should be placed to avoid 
negative affect on each other. If it is im-
possible, because of landscape factors or 
land space deficiency, the best variant is 
location directed to reduce negative ef-
fect from turbulent traces: to meet the 
maximal negative effect at the rarest wind 
direction minimizing it at the rest direc-
tions.

Current situation in wind energy develop-
ment (which is confirmed in our research 
as well – see below) is controlled by wind 
turbine manufacturers trying to maximize 
sales while wind project developers try to 
receive maximal financial investments and 
minimize expenditures on rent/purchase 
of land sites (Mitchell 2014). As a result, 
the maximal possible number of wind tur-
bines is placed at the minimal area rising 
economic efficiency of a project, but only 
at the stage of construction. A territory 
purchased by wind farm owners consists 
of wind turbine sites and linking roads. The 
rest belongs to municipal property (FSS-
RCCRF3 2018).

Receiving maximal economic efficiency 
at the construction stage, wind project 
developers reduce it in future as far as the 
installed wind turbines experience im-
pact of turbulent traces and generate less 
electricity. Recent research (based on tur-
bulent trace and land cost data) showed 
different data considering economically 
effective distances between wind turbines 
– from seven (Samorani 2010) to fifteen 
(Meyers and Meneveau 2011) rotor diam-
eters of an installed wind turbine. In our 
research we used this range (seven to fif-
teen rotor diameters) and local wind roses 
to characterize selected wind farms layout 
and to assume the most optimal scheme 
considering land accessibility.

Sakskaya wind farm (Mirnovsky site). 
Mirnovsky site of Sakskaya wind farm is 
situated near Lake Donuzlav in the west-
ern flat part of the Crimean Peninsula. 
Wind farm territory and its surroundings 
consist of partly abandoned and flat fields 
with fragmentary tree rows, 5-10 m height 
which may cause turbulence affecting 
USW 56-100 wind turbines during western 
and southern winds (Fig. 5).

The distances between this wind farm tur-
bines (Fig. 5), partially mismatch optimal – 
119-225 m for USW 56-100 wind turbines 
and 336-720 m for T-600-48 wind turbines. 
General orientation of wind turbine rows 
is north-west/south-east – it is the rarest 
wind direction there. We supposed that 
the wind rose of the territory had been 
probably taken into account when design-
ing Mirnovsky site, but there was obvious 
minimization of land use expenses. This 
caused losses in  electricity generation by  
wind turbines – all of them were affected 
by  turbulent traces from neighbor ones.

Ostaninskaya and Presnovodnenskaya
 wind farms. 

Ostaninskaya and Presnovodnenskaya 
wind farms are located in the east and 
hilly part of the Crimean Peninsula near 

1 Sound Power Level
2 Sound Level Meter)
3 The Federal Service for State Registration, Cadastre and Cartography of Russian Federatio



Sergei P. Koshkin and Tatiana M. Krasovskaya WIND FARMS – COMBINING ...

the Kazantip bay of the Sea of Azov (Fig. 
6). While Ostaninskaya wind farm turbines 
were scattered over smooth meadows 
around zelenoyarskoe water reservoir, 
Presnovodnenskaya wind farm stretched 
along the Kamenistyi Ridge at the south-
ern border of the Kerch reservoir valley – 
the best place to locate wind farm in this 
area considering active recreational use 
of the nearby seacoast.

Distances between wind turbines of Os-
taninskaya and Presnovodnenskaya wind 
farms (Fig. 6) (as well as for the previous-
ly discussed  wind farm), did not match 
the following optimal distances  – 119-
255 m for US 56-100 wind turbines, 308-
660 m for AN Bonus and 700-1500 m for 
FL2500/100 wind turbines. There might 
be different reasons for each case.

The row of Presnovodnenskaya wind farm 
turbines changed its direction from west/
east to north-west/south-east.  Winds of 
these directions were the rarest for the 
area (70 days per year for each direction). 
We consider this fact as coincidental, be-

cause the line of wind turbines was de-
termined by the Kamenistyi Ridge. The 
top of the ridge was the most optimal 
position for wind turbines of Presnovod-
nenskaya wind farm, but the Kamenistyi 
Ridge length was much longer than the 
wind farm. We think that it was possible 
to prolongate the wind turbines row fur-
ther to the east  to reduce wake effect.

Arrangement of Ostaninskaya wind farm 
turbines was generally chaotic. Some 
wind turbines directed north-east/south-
west or north/south experienced mutual 
trace effect It was particularly important  
as far as these directions were the most 
frequent for local winds. We suppose 
that local wind rose might have been 
analyzed during this wind farm project 
development, but developers probably 
considered turbulent traces shorter than 
they were if to regard the latest research 
data. (Samorani, 2010) (Meyers, Mene-
veau, 2011). Chaotic arrangement of Os-
taninskaya wind farm   may be as well the 
result of land use expenses minimization.
We found out that insufficient research 
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Fig. 5. Situational map at Mirnovsky site, Sakskaya wind farm
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of technological features of wind farms 
operation (and sometimes even meteo-
rological factors as well) were typical for 
the studied wind farms. Mirnovsky site of 
Sakskaya wind farm might be identified 
as an example of controlled arrangement 
while Presnovodnenskaya wind farm 
presents the result of favorable location 
choice. The arrangement of Ostaninskaya 
wind farm is the most debatable because 
of its random arrangement.

Noise impact

Our research demonstrated that noise 
impact of the studied wind farms did 
not influence the surrounding inhabited 
area (Fig. 5-6). Background noise in still 
weather was measured beyond the lim-
its of the noise impact zone and it was 
about 28-30 dB. In case of wind turbine 
blades rotation following the blowing 
wind which produced noise itself, some-
times even muffling the noise from a 
wind turbine even at its base, we consid-
ered background noise as different from 
the above mentioned value: the blowing  

wind sound  was more than 30-35 dB (up 
to 70-75 dB).  So we regarded 35 dB as the 
minimal level of noise impact from wind 
turbines in our research (Fig. 5-6).

The highest noise was produced by 18 
m height wind turbines USW 56-100 (70 
dB at the turbine base). It might be ex-
plained by two factors – the nearest dis-
tance from the blades to our SLM and de-
sign features. While the major sound from 
the rest wind turbine models was the 
sound of air cutting produced by their 
blades, USW 56-100 wind turbines filled 
the air with the sound of rotary elements 
friction inside the turbine. It was detected 
on both Mirnovsky site and Presnovodn-
enskaya wind farm and may be explained 
by mechanisms worn as well. Meantime, 
the largest radius of noise impact was re-
corded from the 98 m height FL2500/100 
turbine – about 700 meters.  Probably this 
is explained by the largest size of blades 
(100 m diameter). The radius of noise im-
pact from two other wind turbine models 
was about 300 meters.

Fig. 6. Situational map of Ostaninskaya and Presnovodnenskaya wind farms
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We have detected some features of noise 
impact from wind turbines of different 
size. While noise from 18 m height USW 
56-100 turbine   decreased permanently 
with distance from its base, 50 m height 
AN Bonus 600 kW and T-600-48 turbines 
had 55 dB a sound ‘plateau’  at the dis-
tance of  50-60 m from the base; 98 m 
height FL2500/100 turbine produced  the 
loudest sound at  the distance of 50-75 m 
from the base (Fig. 7).

Such differences in noise patterns from 
turbine to turbine may be explained by 
their design and the main source of noise. 
50 and 98 m height wind turbines pro-
duced the loudest sound by fast blades 
tips heightened  from the base in case 
they moved downward provoking noise 
peaks right under them at the place of 
their location. Moreover, as far as differ-
ent-origin sound had different frequency, 
noise spreading pattern was also differ-
ent (Fig. 7).

Back to the fact that blowing wind was 
capable to muffle wind turbines noise it 
should be mentioned that the noise of 
air cutting from rotating blades was very 
similar to that of simultaneously blowing 
wind. Thus, we may suggest that noise 
impact from wind turbines at the site was 
not so much as diagrams showed be-
cause basic wind sound was not regard-
ed.

We think it is possible to install wind tur-
bines closer to residential areas than it is 
done now but in case of   adequate as-
sessment of on-site noise structure and 
distribution.  As far as the rest Crimean 
wind farms are concerned, we extrapo-
lated the received results of noise studies 
for their territories.  In the result, it was 
found out that one of the rest wind farms 
had noise impact on inhabited area (Fig. 
8). Considering noise sound from wind 
turbines - about 500-1000 Hz (Bolin at al., 
2011), the permitted noise level for resi-
dential areas in the Crimean Republic ac-
cording to local health standards (SCSES-
RF4, 1996) – 40 dB. Donuzlav wind farm 
violated them at the territory of Veterok 
dacha settlement, while it matched them 
for the adjacent industrial areas.

Donuzlav wind farm affected a part of 
Novoozyornoe urban settlement, includ-
ing Rodniki and Veterok dacha settle-
ments.  All of them were used for tem-
porary (summer) residences or working 
places of local agriculture.. We made a 
rough assessment based on remote sens-
ing images and local statistics and found 
out that the number of the affected var-
ied from 50 to 500 people depending on 
the season. Up to 30-40 people might be 
affected by illegally high noise at night.5
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Fig. 7. Noise diagrams for the studied wind turbine models

4 State Committee for  Sanitary-Epidemiological Surveillance of the Russian Federation
5 We would like to emphasize that described situation considers open-air residential areas. The situation 
with inner space of residential buildings is a bit different and cannot be assessed due to the differences 
in insulating characteristics of dacha walls.
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Visual impact

Visual impact means changes to the scenic 
attributes of a landscape connected with 
introduction of artificial visual elements. 
Visual impact assessment is of special 
importance for recreation and heritage 
territories presenting traditional cultural 
landscapes. This is the case of Crimea. Vi-
sual scenic harmony provides comfortable 
psychological environment for residents.

Visual impact of wind turbines depends 
on many aspects including size and de-
sign of wind turbines, their number and 
arrangement of wind farm scheme and 
surrounding landscape. Thereby overall 
visual impact varies from negative to pos-
itive. Though even a single wind turbine 
has a visual impact on surroundings, many 
local people characterized it as a neutral 
(see the results of our sociological survey 
below). Such attitude is explained by the 
fact that people grew up viewing wind 
farms, adapted to such visual landscape or 
simply ignored this issue.

Our research demonstrated that the most 
negative visual impact was registered from 
Mirnovsky site of Sakskaya wind farm (Fig. 
9). It was explained by the design of USW 
56-100 wind turbines which ‘violated’ the 
background by their wide blades and gray 
lattice towers. Then, of course, it was the 
number of wind turbines (155 units) and 
their compact arrangement in multi-rows. 
Mirnovsky site of Sakskaya wind farm visu-
ally polluted landscape by strengthening 
the visual effect of its natural monotony 
character. As we found out, it was better to 
use wind turbines with tubular towers and 
place them in one row and further from 
each other.

In some cases, USW 56-100 wind turbines 
had positive visual impact on the scen-
ery. And this was the case of Presnovodn-
enskaya wind farm. Its wind turbines were 
stretched in a single row along the top of 
a ridge making it more vivid and improv-
ing   visual image of scatted steppe hills 
(Fig. 10).
 

Fig. 8. Donuzlav wind farm noise impact on the surroundings
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We also marked a positive visual impact 
of Ostaninskaya wind farm. Its large and 
spread FL2500 wind turbines became fo-
cal objects for the scenery contributing 
diversity into monotonous steppe land-
scape (Fig. 11).
 

Finally, we may conclude the following: 
the majority of modern wind turbines 
looked in a standard way – both white 
tubular towers and elongated blades. This 
seems optimal for local landscapes visual 
image.   Meanwhile, FL2500 wind turbines 
were various and the largest of them, tow-
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Fig. 9. View of Mirnovsky site of Sakskaya wind farm

Fig. 10. Outlining the relief – Presnovodnenskaya wind farm (vkerchi.com 2018)
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ering up to 160 meters, were equipped by 
a wide lattice tower (Fig. 12). We think that 
their design violated landscape visual har-
mony.

 The larger wind turbine is the more visu-
al impact is observed. While 18 m height 
wind turbines were seen at a distance 
up to 21 km, modern 80 to 160 m height 

Fig. 11. «Something to catch a glance» – Ostaninskaya wind farm (photo by Andrey 
Pletmentsev 2017)

Fig. 12. Dominating the landscape – 160 m height FL2500 tower near Laasow, 
Germany (photo by Silvio Matysik 2014)
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wind turbines changed the scenery at the 
distance up to 39 to 53 km6 (Perelman 
2010). Another problem was revealed – a 
new wind farm near the already existing 
one may damage the visual landscape 
image more than a single multi-row wind 
farm (see Fig. 9).

Sociological survey

Our sociological survey involved people 
from the vast part of the Crimean Peninsula 
as we moved from Sakskaya wind farm at 
the West to Ostaninskaya and Presnovod-
nenskaya wind farms at the East. We have 
questioned 106 people7 aged 14-75, whose 
permanent residence was the Crimean Pen-
insula. During interviews we asked their 
opinion about noise and visual impact of 
wind farms and their general view on wind 
energy based on their personal experience. 
We tried to make our survey more represen-
tative by taking into account answers of re-
spondents who appeared near wind farms 
regularly or live  at the distance about 5 km 
from them.

Age structure of respondents was of special 
interest. Wind farms of the Crimean Penin-
sula were operating since 1990s. This time 
period enabled  to consider three catego-
ries of local population: people 35+, born 
earlier than the construction of  the Crimean 
wind farms; people from 18 to 35, who grew 
during  construction and operation periods  
of local wind farms; and people under 18, 
born when the  Crimean wind farms be-
came  routine elements of   local landscape.

The results of our survey showed that the 
majority of local people had a positive 
view on wind farms in the region and did 
not feel negative effect from them (Fig. 13). 
Only 6% of respondents from surrounding 
localities heard noise from wind turbines 
and 1/3 of them found it disturbing.8 This 
confirmed the results of our sound level 
measuring on Ostaninskaya, Presnovod-
nenskaya and Sakskaya wind farms. Then, 
more than 2/3 of local residents consid-
ered visual impact of wind farms as pos-
itive. They supported their development 
as well. 

Comparing results from different age 
groups (graphs 2 and 3), we found out 
that the younger generation was more 
positive in their responses: the share of 
positive opinions and neutral+positive an-
swers were 83, 77 and 62 % for people un-
der 18, from 18 to 35 and 35+ age groups 
respectively. We noticed an interval in the 
“positivity share” between people under 
35 and the elder group. 

CONCLUSION

This research was based on original meth-
ods of environment features studies con-
cerning wind energy development at a 
local level. The main results are the follow-
ing:

Arrangement of the studied wind farms 
was not optimal.  This was true for Osta-
ninskaya wind farm explained by inade-
quate turbulence or wind rose analysis 
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Fig. 13. Local residents’ perception of wind farms in Crimea
6 Considering all assessments – situation with flat relief, clear weather and absence of any ground 
objects.
7 Unfortunately, local people were far from willing to participate in the survey as they were 
inexperienced in this kind. Moreover, many of them were short-term recreational residents spending 
most of the time on the coastline.
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and Mirnovsky site of Sakskaya wind farm 
and Presnovodnenskaya wind farm, where 
losses of generation efficiency were obvi-
ous following land use expenses minimi-
zation.

Noise impact of wind farms was minimal 
and did not spread on surroundings– this 
was confirmed by our field measurements 
and sociological survey. Nevertheless Do-
nuzlav wind farm assessed virtually violat-
ed local health standards of noise impact 
on residential areas at night.

Visual impact of wind farms varied a lot 
and had both positive and negative effect 
in Crimea, but local people opinion was in 
general positive in this respect.

Local people demonstrated their support 
to wind energy development in general 
although they permanently experienced a 
certain ecological impact.

SUGGESTIONS

Such assessments may contribute to ad-
equate wind energy use studies at local 
(wind farm) level. Back to Background sec-
tion, we want to emphasize once more 
two aspects of wind farm projecting.

Wind power potential assessments are ad-
equate nowadays but not enough as far as 
local studies are concerned.  More stud-
ies of   turbulence effect of wind turbines 
depending on wind turbine model, wind 
speed and landscape characteristics are 
necessary.

The least covered aspect of wind farm pro-
jecting is an ecological one. While wind en-
ergy is environment friendly in general, still 
it might have a negative effect on environ-
ment and local population. Ecological im-
pact assessment should be added to the 
process of wind farm projecting. Dialogue 
with local residents, authorities and busi-
ness might be useful for both economic 
effectivities of the wind farms and local 
economic and social development.
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introduCtion

Man is leaving his mark on every part of 
the Earth surface and altering the physical 
attributes at a rapid rate with his activities 
(Lambin et al. 1999). The changing ecosystem 
has been a matter of concern in the global 

studies (Dixon et al. 1994; Ojima et al. 1994), 
as harmful human activities are constantly 
changing the natural land cover, which in 
turn, affect the carbon cycle and disturb the 
balance of carbon dioxide (CO2) in the atmo-
sphere (Alves and Skole 1996). In the devel-
oping countries, urban growth, coupled with 
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the industrial development and the transfor-
mation of agricultural land into built-up areas 
are some of the leading causes of vegetation 
loss (Shalaby and Tateishi 2007). Land cover 
is supposed to be the natural and manmade 
vegetation cover but at present, it includes 
human settlements, infrastructure, industries 
space without vegetation and water and 
other natural and anthropogenic features 
(Klimanova et al. 2017). Additionally, the rap-
id alteration of land cover have raised a huge 
number of issues such as the adverse effect 
on the relationship between biosphere and 
atmosphere, extinction of a diverse range 
of species and deteriorating soil condition 
(Meyer and Turner 1994). Conservation of the 
existing vegetation areas and regeneration 
of the lost vegetation cover is now essential 
for maintaining the ecological balance and 
improving the health of the environment (Xin 
et al. 2011). Conservation and regeneration 
initiatives require the accurate measurement 
and mapping of areas experiencing vegeta-
tion loss. Tropical regions are covered with 
large forest areas that contribute to the pro-
tection from climate change, by absorbing 
billions of tons of CO2,and can play an import-
ant role in reducing the environmental exter-
nalities due to the degradation of forest areas 
(Canadell et al. 2008).

Bangladesh is a developing country and 
accommodates a huge population with in 
a very small geographic area. The connec-
tion between population and environment 
was not well understood until recent times. 
At present, the strong inter-relationship be-
tween the population and the natural envi-
ronment is known to all. This issue came into 
attention especially after the RIO declaration 
in Brazil (1992) and 1994 Cairo conference on 
global population (World Bank 2017). Ban-
gladesh has 162,951,560 people living in an 
area of 147,570 km² and with a population 
growth rate of 1.1% (World Bank Data 2016). 
This huge population has different needs and 
consumption behavior, which create exces-
sive pressure on the environment. Require-
ments of food and housing facilities triggers 
deforestation (Rahman 1994). Moreover, rap-
id urbanization has caused a decrease in the 
forest area, agricultural land and water bodies 
(Giri et al. 1996). Many agricultural and veg-
etation covered areas are being transformed 

into built up and infrastructural constructs 
(Quasem 2011). Hasan et al suggested that 
the country has experienced a decrease of 
about 1.12 million ha of vegetation area, com-
prising agricultural and mangrove forest ar-
eas, from the year 1976 to 2010.However, the 
increase of non-agricultural land during this 
period was 1.22 million ha (Hasan et al. 2013). 
According to Food and Agriculture Organiza-
tion, the annual deforestation rate of Bangla-
desh is 0.2%, one of the high deforestation 
rates in the developing countries (Fao 2015).

Gazipur district is located at the Northern part 
of Dhaka city and is one of the nearest dis-
tricts from the capital city (Bangladesh Bureau 
of statistics 2011). In the past, the region was a 
part of a deep forest named as Vawal Pargana. 
The district has an area of 1806.36 sq. km with 
17.53 sq. km of wetlands and 273.42 sq. km 
of forest area. Around 34,03,912 people live in 
this district, having a density of 1884 people 
per sq. km and a population growth rate of 
5.2% (Bangladesh Bureau of Statistics 2011). 
The area is most suitable for agricultural work 
and the majority of the people are involved 
with agro-based economic activities. But with 
the increasing pressure of population and 
socioeconomic changes, the area can char-
acterized of having sharp urbanization and 
industrialization rates (Islam 2013).

Sal forest (also known as Madhupur forest) is 
an asset of Bangladesh, which spreads across 
Dhaka and Gazipur districts. Gazipur disctrict 
contains around 86% of the Sal forest of the 
country. Human activities like land overuse, 
deforestation, urbanization, agricultural and 
industrial activities are creating a threat for 
this forest. Gazipur Sadar Sub-district used to 
contain 20% of this forest but the forest area is 
decreasing gradually (Fazal et al. 2015). Gazi-
pur Sadar Sub-district is becoming the new 
industrial hub of the country due to its prox-
imity to the capital city and the enhanced 
transport facilities. However, this develop-
ment is having a negative impact on the for-
est area in this region. Industries are growing 
exponentially at the expense of forest land 
and are causing heavy pollutions with ad-
verse environmental consequences (Dong et 
al. 1997).
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As a developing country, the application of 
land use and other relevant geographic data 
is quite scarce in Bangladesh. For a develop-
ing country, remote sensing images can be 
the most reliable source of an updated land 
use or land cover data (Dong et al. 1997; Yang 
2002). Updated and accurate data can help in 
many ways to compare scenarios at different 
temporal scales (seasonal, monthly or annual-
ly) and can also help devising plans and poli-
cies for the future development (Alpha 2003). 
Therefore, this paper employed remote sens-
ing data for detecting the land cover change.

This paper aims to analyze the changing pat-
tern of vegetation cover in Gazipur Sadar Up-
azila. This analysis attempts to give a clear pic-
ture of the present day vegetation condition 
and to help understand the rate and cause of 
the changing patterns. 

studY area

Gazipur Sadar Sub-district is located between 
latitudes of 23°53’ and 24°11’ N and longi-
tudes from 90°20’ to 92°30’ E (Fig. 1). The total 
area is about 446.38 sq. km, consisting a total 
population of 866,540 and a population den-
sity of about 1,941 people per sq. km. Gazipur 
Sadar Sub-district is administratively made up 
of eight unions: Bashan, Baria, Gachha, Kasim-
pur, Kaultia, Konabari, Mirzapur, Pubail (Ban-
gladesh Bureau of Statistics 2011).

The Turag River flows past over the western 
part of the city and the Balu River flows along 
the eastern side. Other notable waterbodies 
are the Labandanga River, the Salda River, and 
the Tongi canal. The Sub-districtis surrounded 
by the Sreepur Sub-district in its north, Rup-
ganj Sub-district from south to east and Savar 
Sub-district from south to west.

Gazipur Sadar is a part of Madhupur tract, 
which is a terrace having Dhaka in the south 
and Jamalpur and Mymensingh districts 
in the north. The total area of the terrace is 
about 4,244 sq. km and is slightly elevated 
than the nearby floodplains, the area is also 
subjected to occasional tectonic activities 
(Brammer 1996). There is a similarity between 
Gazipur alluvium and Brahmaputra floodplain 
alluvium but the clay is called Madhupur clay. 
The area has slopes and low-level circular 
ridges in different places (Rashid, 2008).Huge 
range of soils can be found in this area such 
as the Red-Laterite soil and Pleistocene clay. 
(FAO, 1988)

The climatic condition of the Gazipur distric-
tis similar to a tropical climate. The area has 
a moderate temperature and rainfall of 25.8 
°C and 2036 mm respectively. The highest 
temperature can be recorded in the month 
of May and the lowest temperature can be 
recorded in the month of January.

fig. 1.  Geographic location of the study area
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data and MethodoLogY 

Remote sensing data can give a perfect 
image of land use change in different sec-
tions of the land (Klimanova et al. 2017).
This study used multi-temporal remotely 
sensed images from Landsat 5, 7, and 8, 
between the years 1973 and 2017. Last 40 
years have been very crucial for the forest 
land of Gazipur, as from 1989 to 2009 about 
20.29% forest area have decreased (Yesmin 
et al. 2014). We chose four years that can 
represent the past decadal variations of 
land cover in the area. The Landsat data-
base made for this research was construct-
ed by four sets of data, they are Landsat im-
ages from MSS (05 December 1973), Path/
Row: 147 / 043 for 1973, TM (26 November 
1991) for 1991, ETM+ (21 December 2006) 
for 2006 and OLI (07 December 2017) for 
2017. In the Landsat image selection pro-
cess, ‘less than 10% cloud’ cover was a cri-
terion for ensuring the accuracy of the clas-
sified images. Therefore, it was not possible 
to find the images of the same month for 
every year. In the Gazipur district, Novem-
ber to February is winter and less cloudy 
(Uddin and Gurung 2010). So, Landsat data 
were selected from November to February 
to minimize the seasonal and cloud cover 
influences on the acquired images.  ER-
DAS Imagine (Leica Geosystems 2006) and 
ArcGIS (ESRI 2005) are both very import-
ant tools for land cover assessments and 
hence, for this paper both of the software 
were used for data processing and analysis.
First of all, geometric correction was per-
formed as the data needed to be proper-
ly coordinated to adjust for the tectonic 
movements. For executing geometric cor-
rection, we selected a reference image of 
Landsat TM for the year 2017. 80 ground 
control points were taken at random that 
were scattered over the study area for ac-
quiring the perfect geometrically corrected 
image. The root means square error (RMSE) 
was very low from 0.25 to 0.45 pixel. All the 
data were resampled to 30 m pixel size, us-
ing the nearest neighbor method. The co-
ordinate system of the image was set as the 
Bangladesh Transverse Mercator system 
(BTM). Different sources are tested to iden-
tify correct training area and to perform the 
accuracy assessment.

Atmospheric correction was also per-
formed to reduce the atmospheric dust, 
solids, and liquids. Atmospheric correction 
was done following López-Serrano et al. 
(2016).

image classification

The classification of image is partly affected 
by the method of Anderson Scheme Level 
1. (Anderson et al. 1976). The image clas-
sification was based on broad categories 
of land cover and spatial resolution with a 
range of 30 m to 79 m. Classification was 
carried out based on the four broad land 
cover categories (shown in Table 1), vege-
tation cover, waterbody, built-up area and 
agricultural land.

A minimum of 70-80 samples were collect-
ed to train each of the classes and if the 
sample was big enough, about 200 to 400 
pixels were taken. Every land use category 
consisted of about 15-20 subclasses to get 
the perfect accuracy. The training classes 
underwent several stages like merging, de-
letion or renaming. A model is built from 
the training data, which is then run to ob-
tain the final classified image. Despite the 
caution taken while devising the model, 
errors could be found in the final output. 
Common errors of classification include 
the difficulties arising while distinguishing 
between the agricultural grasslands and 
healthy vegetation (Bolstad and Lillesand 
1991).

The land cover change for each of the 
classes was calculated using the following 
formula (Islam et al. 2017): 

Magnitude = magnitude of the new year - 
magnitude of the previous year

Percentage change of a particular class was 
calculated by dividing the change in area 
by the area in the base year (primary year), 
and multiplied by 100.
For calculating the rate of yearly change 
for every land cover class, the percentage 
change was divided by the number inter-
vening years. Calculated data are shown in 
Fig. 8.
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accuracy assessment

Mixed pixel or pixel with the same color 
always create a problem (Lu and Weng 
2005). The sample for this training site has 
been demarcated by area of interest or AOI 
which also gives local knowledge. For val-
idating the classified images with the real 
life features, different accuracy assessments 
were performed. To asses 1973, 1991 and 
2006 data, a total 120 pixels were devel-
oped through stratified random sampling 
method. These pixels were used to com-
pare with the features in a high-resolution 
topographic map of Gazipur district. For 
2017, the reference data collected from the 
field were used.  For this purpose, a total of 
90 ground data pointes were collected and 
used to calculate the classification accura-

cy. Then, the accuracy of each classification 
was evaluated in terms of the overall and 
producers-users accuracy as well as the 
kappa coefficient.

resuLts and disCussion

The pattern of land cover change during 
1973 to 2017 is shown in Fig. 2. During this 
period, Gazipur Sadar has shown a rapid 
land use change. The changes in vegeta-
tion cover are illustrated in Fig. 4, 5, 6 and 
7. In the year 1973, a noticeable amount of 
vegetation cover (145 sq. km) can be ob-
served in the northern part of the Sadar 
Sub-district, which comprised of 47% of 
the total land cover and extended along 
the eastern border of the area. This year 
was during the period after independence 

Table 1. Land cover classification scheme

Table 2. Summary of land cover classification data between 1973 and 2017 
(area in sq km)

Table 3. Classification accuracies in percent (Producers-Users accuracy)

Land use cover types Description

Water body River, permanent and temporary open water, reservoir.

Vegetation Sal forest , deciduous forest, mixed forest,bamboo 

Agricultural land Crop, open field, fallow land, mixed forest lands

Built-up Residential, commercial, industrial,road and streets

Land cover 
types

1973 
Area

1973   
(in %)

1991 
Area

1991  
(in %)

2006 
Area

2006   
(in %)

2017 
Area

2017  
(in %)

Vegetation 145.63 46.93 84.85 37.32 24.15 6.99 57.76 16.72

Built-up area 0.0948 0.02 13.17 3.83 133.79 38.74 137.79 39.91

Water bodies 37.59 10.88 58.21 16.85 1.62 0.47 36.83 10.66

Agricultural land 162.03 42.17 189.13 42 185.81 53.8 112.99 32.71

Land cover class
1973 

producer’s
1973 
user’s

1991 
producer’s

1991 
user’s

2006 
producer’s

2006 
user’s

2017 
producer’s

2017 
user’s

Water bodies 88.5 85.5 98 77 93.5 100 84.3 100

Built-up area 90.3 100 75.4 98.5 87.5 87.4 90.5 98.5

Vegetation 82 72.3 95.5 92.3 85.5 88.5 87.5 82.3

Agricultural land 74.4 76.5 89.5 83.5 85.3 92.5 82.3 73.5
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when the industrial growth of the country 
was slow. Gazipur Sadar at that time was a 
fully agrarian society (Lesser 1888). 

Fig. 2 shows that the agricultural land is 
covering the central part of the Gazipur 
Sadar sub-district and some patches of ag-
ricultural lands are visible in the northern 
part, inside the vast vegetation cover. The 
agricultural land covered an area of 162 sq. 
km in 1973, which was 42% of the total land 
cover. The waterbodies mainly covered the 
eastern and western borders of the area. 
After the independence of Bangladesh in 
1971, most of the settlements in the area 
were observed to be small and negligible 
(only 0.02% of the land cover). The chang-
es between 1973 and 1991 is quite evident 
as the amount of vegetation cover in the 
northwestern part had almost vanished 
completely (Fig. 5). It was the first sign of 
massive human activity in Gazipur. The 
northwestern part of the region has turned 
vegetation into agricultural land and thus, 
vegetation cover decreased from 47% to 
37%. The scattered vegetation that can be 
seen in midst of the agricultural land was 
mainly planted by the humans. Rapid de-
velopment leading to the uncontrolled 
expansion of the built up area has resulted 
in the filling up of rivers indifferent parts of 
the Turag and Balu river.
 

Fig. 2 shows that 38 % of the total areas 
was the built-up area in 2006. Scattered 
vegetation of the central part had been 
destroyed and infrastructure was devel-
oped in that area. The natural forest of the 
northeastern part was disturbed badly due 
to urban sprawl and other construction 
activities. Dhaka city would be expanding 
and developing towards the Gazipur and 
Narayangang (Dewan et al. 2009). Our re-
sults and findings support this prediction. 
A noticeable fact is that in the year 2006, a 
patch of the built-up area can be observed 
expanding from south to north in a linear 
pattern. This was actually the newly devel-
oped industrial territory in Gazipur Sadar. 
Fast-growing industries were the main 
reason behind the loss of agricultural land, 
wetlands, and vegetation in this area. The 
change was markedly rapid from 2004 to 
2010. Another interesting fact is that the 
parts of the Turag River and Balu River were 
significantly filled up and turned to tem-
porary agricultural land in 2006. By 2017, 
this newly developed agricultural land in 
2006was destroyed by the built-up area. 
The river flows and the vegetation beside 
these areas, which together had formed 
an ecosystem itself, was totally removed 
and replaced by settlements. In 2017, the 
Institution of Human Rights and Peace 
for Bangladesh filled a petition against 
these encroachments that comprised of 
about 30 illegal structures along the coast 
of Turag River. According to the lawyers, 

fig. 2.  Temporal comparison between the amount of vegetation coverage and other land 
cover classes
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government agencies had built pillars and 
walkways near the banks of the river and 
the land grabbers took this opportunity to 
grab the surrounding land and build illegal 
structures (The Daily Star 2017). 
 
In the late 1990s, the area started to de-
velop industrially and thus, instigating a 
rapid change that had mainly focused on 
the economic development and not on 
the health of the environment. With the ev-
er-increasing population, the built-up area 
began to rise. In Fig. 3, it is evident that the 
area covered by vegetation and waterbody 
classes have experienced a sharp declining 
pattern. According to Fig. 3, the amount 
of vegetation coverage was 145 sq. km in 
1973, which with a decreasing rate of 72% 
was reduced to 84 sq. km in 1991. Similarly, 
further vegetation clearing was observed 
with a 250% decrease rate in the next 15 
years, which reduced the figure to just 
24.15 sq. km by 2006. These rates show that 
the diminishing of vegetation coverage 
had proliferated throughout the years and 
also increased progressively over the pass-
ing years. 

People in this region had encroached ille-
gally when there was no fixed demarcation 
of the forests (Rahman, 2016). The national 
forest policy was adopted by the govern-
ment of Bangladesh in 1979 with an em-
phasis on forest protection. However, the 
policy had partially failed because of lack 
of prioritization on the participation of the 
local people. The present forest policy had 
been continuing from 1994, which is much 
broader and well-constructed than the 

previous one (Millat-e-Mustafa 2002). But 
the impact of this policy was evident after 
the year 2000.
 
At the same time, there was a Forestry 
sector project (1997-2004), which was im-
plemented with the concept of protected 
forest area, buffer zones and participatory 
tree plantation (Salam et al. 2004).  After the 
effective stage of vegetation conservation, 
it is evident that the vegetation coverage 
has increased by about 315% (Fig. 8) which 
resembles Salam’s work

Population explosion and the expansion of 
the built-up area can be identified as the 
two of the main reason behind the dimin-
ishing vegetation coverage. From 1973 to 
1991, lots of construction activities were 
carried out in the region, such as the gar-
ments industries. Built up area increased 
from 0.02 to 13 sq. km that was a drastic 
change but as mentioned earlier, there was 
no observable pattern in settlement and 
built up area. The houses of dwellers were 
scattered all over the region. Moreover, 
there was no strong base or foundation of 
these types of houses. These were mainly 
temporary Jhupri (shack) type of settlement 
structures. In 2006, the amount of built-up 
area had remained same (133 sq. km) as the 
rate of development or the growth of built-
up area gets stability with stable popula-
tion increase. In the succeeding years, the 
amount of built up area rose to 137 sq.km, 
which reiterate the fact that over the past 
11 years the built-up area had reached a 
stable condition or is close to reaching the 
peak of its growth. During the initial stage, 

fig. 3.  Land cover in Gazipur Sadar
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fig. 4.  Land cover map of Gazipur Sadar, 1973
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fig. 5.  Land cover map of Gazipur Sadar, 1991
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fig. 6.  Land cover map of Gazipur Sadar, 2006

11
3 

G
ES

Md Arafat Hassan, Rehnuma Mahjabin et al. LAND COVER CLASSIFICATION AND CHANGE  ...

01
|2

01
9



Md Arafat Hassan, Rehnuma Mahjabin et al. LANd COVER CLASSIfICATION ANd CHANGE  ...

fig. 7.  Land cover map of Gazipur Sadar, 2017
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the increase of the agricultural land was a 
major reason behind the clearing of natural 
vegetation. This was because the region’s 
economy was totally dependent on agri-
culture and therefore, a growth from 162 
sq. km to 189sq. km in the agricultural land 
can be observed from 1973 to 1991. 

However, with the gradual development 
of industries in Gazipur, the city has now 
become an important industrial hub of 
Bangladesh. BSIC (Bangladesh Small and 
Cottage Industries Corporation) area was 
developed that further promoted indus-
trialization along the coast of the Turag 
River (Sultana et al. 2012). After the devel-
opment of the industries, the agricultural 
growth had slowed down in the year 2006. 
The agricultural land comprised of 185sq 
km and was drastically reduced to 72 sq. 
km by 2017. Another reason for this drastic 
change is that the lands previously used for 
agriculture are now being used for fish cul-
tivation, which is presently a very popular 
practice in this area. Adopting the concept 
of integrated farming, many farmers are 
using the agricultural lands for fish farming 
and are even destroying the vegetation 
coverage for the same purpose. Although, 
it is a profitable initiative for the economy 
of the region, sometimes poor mainte-
nance poses a challenge for environmental 
sustainability (Ferdous et al. 2001).

ConCLusion

This paper analyzed the changes in land 
cover in Gazipur Sadar Sub-district using 
Landsat data between 1973 and 2017. 

While historically Gazipur district has been 
well-known for its rich forest resources, 
significant LULC changes are taking places 
due to the rapid urbanization over the past 
few decades. The present trend in LULC 
change indicates the negative impact of 
human activities on the vegetation cov-
erage. Over the past 44 years, vegetation 
coverage had diminished by 199.7% - an 
alarming issue for the environment of the 
area. Industrial pollution, growth of built-
up areas, encroachment of rivers and wa-
terbodies along with the exploitation of 
existing resources are having devastating 
consequences to the vegetation coverage. 
Considering the present condition, conser-
vation of vegetation coverage is necessary 
and should be one of the key prioritizing 
issues. Rules and regulations must be strict-
ly followed prior to the establishment of 
settlements or industrial projects. Imple-
mentation of existing policies pertaining 
to the reservation of forest is essential and 
appropriate policies for the conservation 
vegetation coverage and valuable land 
must be introduced by the concerned au-
thorities. Moreover, it is the dweller’s duty 
to maintain the natural environment and 
the intricate balance between econom-
ic growth and environmental health, for 
ensuring a sustainable development in 
the region. For this reason, participatory 
programs with a bottom up approach are 
highly recommended. The management 
of vegetation coverage and the efficacy of 
any conservation initiatives will depend on 
the overall role-play of the general people. 
More research and the collection of ade-
quate data will help build the conscious-

fig. 8. Relative changes in land cover (%) in Gazipur Sadar
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ness of the public. Remote sensing data aid 
in acquiring reliable images of the study 
area that can be used for further analysis, 
especially when there is a limited access 
to data or maps. Careful analysis can help 
maintaining the accuracies of classifica-
tions to over 85%. Hence, satellite images 
can be an effective data source for environ-
mental analysis.
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ABSTRACT. Measuring urban sustainability remains an arena of dispute for long time. 
The promotion and development of urban sustainability are important to maximize the 
benefits of urbanization and minimize the negative externalities in urban environment 
and livelihoods. Each city has its strength and weakness towards sustainable urban 
development from different perspectives of various indicators. It is understood that 
assessment of sustainable city is related to identification and selection of sustainable 
development indicators. Therefore, in this research, we tried to develop a set of indicators, 
and indices for sustainability assessment in Bahir Dar and Hawassa cities in Ethiopia. The 
study focuses on the principal indicators, and an indicator framework has developed. The 
main purposes of sustainability indicators are to understand sustainability, supporting 
decisions, directing, involving stakeholders and empowerment. Twenty-six indicators with 
four main dimensions (economic, socio-cultural, environmental and institutional) have 
been identified. The computation of urban sustainability has to take into account all four 
dimensions equally. In the calculation of indicators, this study chooses a standard method 
[0, 1] using the minimum and maximum values for each indicator as an objective indicator. 
The sustainability indices calculated are 0.53 and 0.52 for Bahir Dar and Hawassa respectively, 
indicating that both cities have a moderate performance towards the development of a 
sustainable city. Aggregated data demonstrates that environmental indicators are moving 
towards sustainability, while economic, socio-cultural and institutional dimensions are 
performing relatively low in both cities, suggesting that sustainability studies need to 
work on all of sustainability dimensions that tend to better inform concerned bodies for 
policy intervention. 
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INTRODUCTION

With 70% of the global GDP coming from ur-
ban areas, urbanization is a powerful force to 
bring economic growth and poverty reduc-
tion through agglomeration economies and 
productivity gains (World Bank 2018).  On 
the other hand, urbanization if not properly 
managed, can lead to more informal settle-
ment, poverty and greenhouse gas emissions 
(UN-Habitat 2016; UNDP 2016). Urbanization 
thus has to be sustainable in order to reap its 
benefits.  The UN agenda 2030 of SDG num-
ber 11 clearly stated the new stand to make 
cities safe, inclusive, resilient, and sustainable 
(UN 2015). The new urban agenda (confer-
ence of Habitat III held in Quito, Ecuador) also 
aims at shaping cities to be sustainable and 
liveable (Caprotti et al. 2017; UN 2017). These 
goals of urban sustainability aim at improving 
the socio-cultural and economic conditions 
of an increasingly urbanized population by 
preserving life systems and maintaining the 
quality of the environment (Alberti and Suss-
kind 1996; National Science Foundation 2000; 
Shen et al. 2011).  

Baker (2006) pointed out that sustainable 
urbanization occurs when there is harmony 
between urbanization process and sustain-
able development principles. Sustainability 
should be understood in an integrated and 
holistic view (Sisay 2005; Huang et al. 2009). 
Its central element is the nexus among eco-
nomic, social, environmental and institutional 
objectives (Ali-Toudert and Ji 2017). These are 
multi-dimensional perspectives of sustain-
ability (Mayer 2008) and sustainability studies 
are mindful of these components (Van de 
Kerk and Manuel 2008). 

Urban sustainability also involves the associ-
ation of a particular kind of locality and ur-
banization processes (Mori and Christodou-
lou 2012). It focuses on urban localities and 
opportunities for achieving sustainable liveli-
hoods. Urban sustainability entails examining 
urbanization within the context of dynamic 
and complex factors producing urban growth 
in sustainable ways (Arcadis 2015, 2016). The 

sustainability of urban environments is thus 
likely to be a major policy challenge of the 
near future (Mohammedameen et al. 2015). 

Ethiopia is one of the least urbanized coun-
tries not only by the world’s standard but also 
by African standard. Currently, about 20 % of 
its population lives in urban areas as com-
pared to the African average of 36 % (MoUD-
HCo1 and ECSU2 2015). However, because of 
high natural  population growth rate (2.73 
% per annum), high rate of in-migration to 
towns and cities, and increase in the number 
of urban centers, the rate of urbanization is 
increasing at an average rate of 5.6 % (Shlo-
mo et al. 2013; MoUDH 2015). Furthermore, 
the country’s urban population in future is 
expected to grow on average by 3.98 % and 
in 2050 about 42.1% of the total population 
is expected to live in urban areas (UN-Habi-
tat 2007).  It is evident that, in addition to the 
national capital Addis Ababa, regional capi-
tals such as Bahir Dar, Hawassa, Mekele and 
Adama have experienced high population 
growth in the past two decades. While rapid 
urbanization is evident, Ethiopian cities are 
experiencing high levels of poverty, unem-
ployment and environmental problems com-
promising their sustainability. For instance, 
according to the recent information, urban 
poverty stood at 14.8% in 2015/16 (NPC3 
2017) and unemployment stood at 16.5% in 
2013 (CSA 2013)  

There is therefore, a need to assess the sus-
tainability of Ethiopian cities using sound and 
applied technique. We believe that the ap-
proach presented in this study, focusing on 
urban sustainability in Ethiopian context has 
important implication for other African coun-
tries in a similar situation. Therefore, the main 
objective of this study was to assess the sus-
tainability levels of the two fast growing cities 
in Ethiopia, using a set of environmental, eco-
nomic, socio-cultural and institutional sus-
tainability indicators. Specifically, the study 
has three distinct yet interrelated specific 
objectives. First, we briefly review the main 
components of urban sustainability in urban 
landscape of developing countries like Ethio-
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pia. Our second objective is to list down the 
major components and sub-components of 
sets of sustainability indicators. Based on this, 
our third objective is to analyze the sustain-
ability indices of the two fast growing cities.

Theoretical framework of urban sustainabil-
ity: Indicator Approach

In the contemporary debate, the concept of 
urban sustainability implies the vitality of ur-
ban areas as a complex system in terms of 
the quality of life of its citizens and the natural 
capacity to support activities (Basiago 1999; 
Ferris et al. 2001; Lafferty and Eckerberg 2013).

UN and EU have broadly endorsed an over-
arching goal of sustainable development to 
achieve greater environmental effectiveness 
through cost-effective policy integration that 
can be realized by employing different combi-
nations of policy elements (Lafferty 2004). The 
OECD has also formulated the institutional 
challenges of sustainable development in or-
der to achieve a better balance between the 
environmental, social and economic aspects 
of welfare provision (OECD 2002; Lafferty 
2004). The general goals and the more spe-
cific objectives formulated by international 
and regional organizations (UN, EU, and OECD 
etc.) can be seen as a set of minimal external 
standards for adapting government practice 
to sustainable development (Lafferty 2004).

Urban sustainability rests on four concep-
tual dimensions: economic, socio-cultural, 
environmental and institutional (UNDPCSD 
1996a and b; Spangenberg 2002). Economic 
dimension of sustainability is a concern with 
economic activities to consider natural, social 
and human capital (Labuschagne et al. 2005; 
Finkbeiner et al. 2010). It seeks to preserve the 
environment through economic growth and 
the alleviation of poverty (Shen et al. 2011). 
The economic component consists of the 
key elements of different modes of econom-
ic development and sustainable production 
through improved eco-efficiency and sustain-
able consumption lifestyles (Lafferty 2004). 

The socio-cultural dimension of sustainabil-
ity shows a less clear-cut definition (Martin 
2001) because of the diversity of economic, 
social and cultural conditions in individual 

countries (Moldan et al. 2012).  It is however 
characterized from a social perspective. For 
instance, Black (2004) defined socio-cultural 
sustainability as the extent to which social 
values, social identities, social relationships 
and social institutions of individual countries 
can continue into the future. Gilbert et al. 
(1996) perceived that the socio-cultural pillar 
of sustainability requires the cohesion of so-
ciety and its ability to work towards common 
goals of health and well-being, nutrition, 
shelter, education and cultural expression. 
Lafferty (2004) also mentioned that the so-
cio-cultural component of sustainable devel-
opment to include equitable distributions of 
individual life chances to satisfy objectively 
defined basic needs such as national social 
equity, national generational equity, global 
social equity and global generational equity.

The environmental dimension of sustainable 
development is a concept based on the no-
tion of ecosystem services of both renewable 
and non-renewable resources and waste 
absorptive capacity that provide benefits to 
humans and improve their welfare (Moldan 
et al. 2012). The OECD strategy for the 21st 
century (OECD 2001) defined four specific cri-
teria for environmental sustainability: regen-
eration (renewable resources shall be used 
efficiently and their use shall not be permit-
ted to exceed their long-term rates of natural 
regeneration), substitutability (non-renew-
able resources shall be used efficiently and 
their use should be limited to levels which 
can be offset by substitution with renewable 
resources or other forms of capital), assimila-
tion (releases of hazardous or polluting sub-
stances into the environment shall not ex-
ceed their assimilative capacity) and avoiding 
irreversibility. Environmental sustainability 
involves ecosystem integrity, carrying capac-
ity and biodiversity (Munda 2005). It requires 
that natural capital be maintained as a source 
of economic inputs and as a sink for wastes 
(Moldan et al. 2012). Lehtonen (2004) noted 
that on one hand, resources must be harvest-
ed no faster than they can be regenerated, 
on the other hand, wastes must be emitted 
no faster than they can be assimilated by the 
environment. 

Environmental sustainability, unlike the eco-
nomic or social spheres, seems to be open 
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for developing and using targets that are 
firmly rooted in the bio-physical properties 
of the system (Moldan et al. 2012). Lafferty 
(2004) stated that environmental dimension 
of sustainability consists of nature conserva-
tion, environmental protection and ecologi-
cal balance. The integration of environmental 
concerns into other policy areas has been 
diversely referred to as environmental policy 
integration (Lafferty 2004). An equally plau-
sible and highly relevant case can however 
be made, that there are numerous very real 
conflicts of interests with respect to many en-
vironmental issues and non-environmental 
objectives. Any conflicts of interest between 
policy objectives of environmental issues 
and non-environmental objectives can be 
resolved by balanced means which has to 
be addressed to the satisfaction of all affect-
ed interests (Lafferty 2004). This implies that 
there will be at least some environmental 
objectives that should be balanced with ei-
ther political or economic goals for life sup-
port systems. When environmental planners 
speak of urban sustainability; they mean the 
pursuit of urban form that synthesizes land 
development and nature preservation (Loza-
no and Huisingh 2011). 

Institutional dimension of sustainability has 
stronger roots within the broader develop-
ment literature (Bell and Morse 2008). Some 
studies (Keman and Pennings 1995; Span-
genberg et al. 2002a) stated that institutions 
are broadly defined and analyzed by political 
science as the structure of rules for political 
decision-making and implementation. How-
ever, Spangenberg et al. (2002b) noted that 
social entities see it as actors as well as sys-
tems of rules shaping social behavior, includ-
ing the mechanisms for rule enforcement. 
Political organizations perceive it as involving 
a combination of definitions given by polit-
ical science and social entities: appearing as 
actors in political process and systems of rules 
structuring political behavior and facilitating 
societal views (UNDPCSD 1996a,b; Spangen-
berg et al. 2002b). Measuring institutional 
growth toward sustainability is vital in order 
to manage and improve its effectiveness. For 
these purposes institutional sustainability 
is taken as, the effectiveness of institutions 
through the implementation of their purpos-
es for sustainable urban development.

In the analysis of urban sustainability mea-
surement, the foregoing discussion implies 
these four dimensions of sustainability must 
be integrated and interlinked (Sikdar et al. 
2017) in coordinated and comprehensive 
manner (Höjer et al. 2011). 

The two common approaches used to mea-
sure urban sustainability are direct measure-
ment and indicators approach (McCool and 
Stankey 2004). Direct measurement of urban 
sustainability is difficult in developing coun-
tries because of a paucity of comprehensive 
data set and technology. Hence, the most 
commonly used measurement approach 
of urban sustainability is indicator approach 
(Maclaren 1996; Turcu 2013). The core motiva-
tion behind the indicator based approach for 
measuring urban sustainable development 
lies in the ability of indicators to give a com-
prehensive, reliable, and easy-to-understand 
picture of the environmental, socio-cultural, 
economic and institutional trends in a con-
cise form (Eurostat 2009; Mori and Yamashita 
2015). 

The first set of indicators was launched by the 
United Nations Commission on Sustainable 
Development in 1995 (UNESC 1995), followed 
by a number of countries adopting their own 
national sustainable development indicators. 
Since then, numerous global, national, and 
local scale indicator initiatives have been 
carried out in order to measure sustainable 
development. Sustainable development indi-
cators have been produced for various pur-
poses and by a wide spectrum of institutions 
(Munier 2011; Rametsteiner et al. 2011; Dahl 
2012; Rinne et al. 2013; UN-Habitat 2016). 
zilans and Abolina (2009) claimed that, it is 
crucial that cities are focusing on indicators 
to measure sustainability. The sustainability 
indicators implied the tight interconnected-
ness of economic, social and environmental 
components (Sustainable Cities Internation-
al 2012). They can be either quantitative or 
qualitative measures (Camilla and Marc 2009; 
Sustainable Cities International 2012).  

The main criticisms against them have to do 
with the subjectivity of the choice of variables 
and the weighting of the indicators (Mori and 
Christodoulou 2012). Bell and Morse (2008) 
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also indicated although indicators are logical 
devices used to gauge progress towards at-
tainment to sustainable development, there 
are a number of key questions related to 
their development and application including 
what indicators should be selected? who se-
lects them? why are they selected? how are 
the indicators to be measured?  how are the 
indicators to be interpreted, and by whom? 
how are the results to be communicated, to 
whom and for what purpose? how are the 
indicators to be used?. Therefore, with the 
limitations stated above, this study adopted 
indicator method to assess the cities sustain-
ability in the study areas.

Selection of indicators

The framework of indicator approach is con-
sidered as the first step in the implementa-
tion and interpretation process of sustain-
ability (Mascarenhas et al. 2010; Estoque and 
Murayama 2017). Indicators for each dimen-
sion of sustainability are distilled from the lit-
erature (see Annex 1 (available at https://ges.
rgo.ru) for source, explanation and measure-
ment of indicators). In total 26 indicators of 
which six for economic dimension, eight for 

socio-cultural dimension, six for environmen-
tal dimension and six for institutional dimen-
sion were chosen.

MATERIALS AND METHODS

Study areas

This study was conducted in the two fast 
growing cities of Ethiopia: Bahir Dar and Ha-
wassa (Fig. 1). Bahir Dar is the capital of Am-
hara National Regional State. Its astronomical 
location is 110 36’ North and 370 23’ East and 
565 km north of Addis Ababa. According 
to the municipality of Bahir Dar city (2015), 
the historical foundation of the city is asso-
ciated with the establishment of KidaneMi-
heret Church in the present site of St. Giorgis 
church around the 14th century. Haregew-
eyn et al. (2012) elaborated that Bahir Dar was 
fast developed and transformed into a mod-
ern city during the Italian occupation period 
of 1928-1933.  Haregeweyn et al. (2012) also 
mentioned that the name Bahir Dar which 
means the periphery of a water body is relat-
ed to the city’s proximity to two water bodies: 
Lake Tana and River Abay. 

12
3 

G
ES

01
|2

01
9

Fig. 1. Location map of study areas
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The other study site, Hawassa city, is found 
in Southern Nations, Nationalities and 
Peoples National Regional State, at a dis-
tance of 275 km south of Addis Ababa. It 
is the regional capital and is bounded by 
Lake Hawassa on the west and north-west, 
Chelelaka swampy area to the east and 
south-east, TikurWuha river on the north 
and Alamura mountain on the south. Its 
astronomical location is at 070 03’ North 
and 380 28’ East.

According to the municipality of Hawas-
sa city (2015) and as explained by elders, 
Hawassa was founded in 1968 by Ras 
Mangesha Seyoum under the permission 
of Emperor Haile Selassie.  It was initially 
settled by pensioned soldiers and this was 
reckoned to have given an impetus to the 
growth and development of the city. Ha-
wassa municipality was founded in 1970. 
The city got its name from Lake Hawassa. 
Most people choose it as a place of res-
idence because of its relative nearness to 
the capital Addis Ababa and due to its suit-
able weather condition, natural attractions, 
business and job opportunity, investment 
potentials and friendly community.

DATA AND SAMPLING

This study used both qualitative and quan-
titative data collected from primary and 
secondary sources. Qualitative data were 
collected from two focus group discus-
sion (one from each city) composed of 
six experts/practitioners (civil engineer, 
architecture, urban planner, surveyor, land 
administration and environmentalist) and 
face-to-face interviews with two focal per-
sons (one from each city). The two focal 
persons for face-to-face interview were 
selected from the office responsible for the 
green infrastructure development, imple-
mentation, maintenance, preparation and 
status monitoring in each city. This helps 
for scrutinizing indicators at the local level. 
The quantitative data were collected from 
a cross sectional survey. Structured ques-
tionnaire was used to collect each of the 
economic, socio-cultural, environmental 
and institutional dimensions of indicators. 

A 5-point Likert scale was used to measure 
the level of each sub-indicator with scores 
of 0 (very low), 1 (low), 2 (average), 3(good) 
and 4 (very good). A full description of 
each indicator was provided in the ques-
tionnaire and each respondent was asked 
to rate the different dimensions of sustain-
ability indicators in the city. All of the eco-
nomic, socio-cultural, environmental, and 
institutional indicators were measured in 
nominal scale.
 
The survey was implemented in a two stage 
sampling. In the first stage, five sub-cities 
were purposively selected in each city on 
the basis of better availability of green in-
frastructure. The sub-cities selected in Bahir 
Dar were Facilo (with population number 
26,349), Hidar-11 (with population num-
ber 33,950), Shume-abo (with population 
number 31,221), Gesh-abay (with popu-
lation number 19,938) and Sefene-Selam 
(with population number 20,236). The 
sub-cities selected in Hawassa were Misrak 
(with population number 30,350), Menahe-
ria (with population number 29,120), Tabor 
(with population number 25,125), Mehalke-
tem (with population number 24,135) and 
Haik Dar (with population number 21,201).

In the second stage, a total of 430 respon-
dents (215 from each city) were selected 
from sub-city sampling frame for survey 
questionnaire using a formula by Israel 
(1992) and substantiated by CRS4 (2012). 
In each sub-city a proportional number of 
respondents were selected using the pro-
portional sampling size method. 

Data analysis

 Descriptive statistics was used to summa-
rize the socio-demographic data and the 
indicator method approach was used to 
compute the environmental, economic, 
socio-cultural and institutional dimensions 
of sustainability. The qualitative data were 
transcribed and analyzed using theme 
analysis techniques. Quantitative data were 
analyzed using normalization to make the 
decision whether or not urban sustainabili-
ty in the study areas.
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Mathematical calculation

In the calculation of indicators, this study 
chooses a standard method [0, 1] using 
the minimum and maximum values for 
each indicator as an objective indicator 
(Choon et al. 2011; Yang et al. 2017; Tan-
guay et al. 2010). 
The value of indices fall between 0 and 1, 
where a value closer to 1 denotes better 
sustainability of urban development while 
a value closer to zero indicates poor sus-
tainability of urban development. The ac-
tual ratings of individuals or actual values 
are transformed into values between 0 
and 1 using the following equation 1:

 Where, Yi: lies between 0 and 1, zi: actual 
value; a: denotes minimum value of an in-
dicator and e: denotes maximum value of 
an indicator.

The above indicators are normalized in or-
der to allow comparisons between differ-
ent dimensions of sustainability using the 
following equation 2:

Where: z: denotes the normalized value 
of each indicator in a given sustainabili-
ty dimension, Yi (avg): the average value 
of each indicator for all respondents, μ: 
is the aggregated average value for each 
sustainability dimension, δ: denotes the 
standard deviation of each sustainability 
dimension

In order to examine each sustainability 
dimension index and overall sustainabili-
ty index for Bahir Dar and Hawassa inde-

pendently, we used an equal weighting 
method (Roldan and Valdes 2002; YCELP 
and CIESIN 2005, 2006). For the calculation 
of each sustainability dimension, stan-
dardized sub-indicators can be combined 
using the following formula (Wilson and 
Wu 2017).

Where: Sub-index1norm,…, sub-index n 
norm is normalized values of each sub-in-
dicator 1to n ; N is the total number of 
sub-indices.

To accomplish over all sustainability in-
dex, we generally selected economic, 
socio-cultural, environmental, and insti-
tutional sub-indicator sets, which are nor-
malized and averaged. Therefore, over all 
sustainability index may take the following 
form using the technique formulated by 
Wilson and Wu (2017).

Where ‘SI’ represents over all sustainabil-
ity indices, ‘Economic’ the normalized 
economic sub-index; ‘Socio-cultural’ the 
normalized socio-cultural sub-index; ‘Envi-
ronmental’ the normalized environmental 
sub-index, ‘and ‘Institutional’ the normal-
ized institutional sub-index; N= 4.

In this study, we used a sustainable city 
classification system as presented in Table 
1 adopted from OECD 2004; Choon et al. 
2011; vanDijk and Mingshun 2005; Caprot-
ti et al. 2017. 

12
5 

G
ES

Yi = Zi a e a

Z = Yi( Avg) µ

INDEXnorm = (Sub_ index1norm + ...
+Sub_ index2norm + ........
+Sub_ indexnnorm) / N

SI = (Economic + Socio cultural + ...
+Environmental + Insitutional) / N

(1)

(2)

(3)

(4)

01
|2

01
9

5 Yale Center for Environmental Law & Policy
6 Center for International Earth Science International

Table 1. Sustainable city classification

Score   Definition

≥ 0.75     strong sustainability

0.50 ≤ X< 0.75 moderate sustainability

0.25 ≤ X< 0.50                                     weak sustainability

<0.25                                                     unsustainable
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RESULTS 

Socio-demographic background of re-
spondents

The socio-demographic characteristics of 
the respondents are presented in Table 2. 
The average age of the respondents was 
almost similar in the two cities:  41 and 44 
years old in Bahir Dar and Hawassa cities re-
spectively. The educational status of the re-
spondents in Bahir Dar shows that, just over 
two-third of the respondents (68.8%) have 
completed college or university degree and 

the remaining (23.2%) and (7.9%) have com-
pleted secondary and primary education 
respectively. In Hawassa, over half of them 
(57.2%) have completed college and uni-
versity degree; the rest (18.6%) and (12.6%) 
have completed secondary and primary ed-
ucation respectively. Services are by far the 
most important sources of employment for 
respondents in both cities. 

More than half of the respondents or 57.2% 
in Bahir Dar and 54.9% in Hawassa men-
tioned ownership of the house they occupy 
(Table 2).  In both Bahir Dar and Hawassa, 
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Table 2. Socio-demographic characteristics of respondents (N=215 each city)

           Variables Bahir Dar Hawassa

Age        Average 41years 44years

Range 18-64years 18-64years

Sex Female  38(18) 53(24.7)

Male 177(82) 162(75.3)

Education Primary education 17(7.9) 27(12.6)

Secondary education 31(23.2) 40(18.6)

College &University graduated 167(68.8) 148(68.8)

House Tenure
Owned the house unit currently 

occupied
123(57.2) 118(54.9)

Renting (Private and Public) 92(42.8) 97(45.1)

Type of 
employment

Urban agriculture 9(4.2) 10(4.7)

manufacturing 26(12.1) 29(13.5)

Services 96(44.7) 78(36.3)

Education 42(19.5) 40(18.6)

Trade 39(18.1) 50(23.3)

Unspecified 3(1.4) 8(3.7)

Awareness level of 
sustainability

Yes 175(81.4) 190(88.4)

No 40(18.6) 25(11.6)

Can define meaning 
of  sustainability

Yes 166(77.2) 185(86.0)

No 49(22.8) 30(14.0)

*Numbers in parenthesis are percentage values, Source: Survey result



Kassahun Gashu and Tegegne Gebre-Egziabher      COMPARISON OF URBAN SUSTAINABILITY ...

a very significant number of respondents 
(81.4% in Bahir Dar and 88.4% in Hawassa) 
are aware of the sustainability issues. Fur-
thermore, 77% in Bahir Dar and 86% in Ha-
wassa pointed out that they can explain the 
basic meaning of sustainability (Table 2).

Sustainability index analysis

Based on the concept presented in Table 
1 and using equation 4, classification of 
urban sustainability at aggregate level, Ba-
hir Dar and Hawassa scored 0.53 and 0.52 
respectively which is almost equal to the 
mean index point of 0.52. However, neither 
of the two cities attained sustainability level 
of greater than or equal to 0.75, hence they 
are classified as moderately sustainable.  

Economic dimension of sustainability in-
dex

The economic dimension is one of the main 
pillars of urban sustainability. The sub-indi-
cators of economic dimension: transport 
infrastructure, economic growth, tourism 
and employment have shown a tendency 
towards sustainability, while this is not true 
for ease of doing business in both cities. 

Fig. 2 shows the economic dimension of 
the sustainability index in Bahir Dar and 
Hawassa. Within this dimension, the trans-

port indicator has the highest value with 
an average score of more than 0.6 and the 
smallest is ease of doing business with an 
average score of less than 0.5 in both cities. 
Transport, connectivity and employment 
achieved a higher score in Bahir Dar than 
Hawassa while economic growth, tourism 
and ease of doing business have a higher 
score in Hawassa. The overall economic sus-
tainability indices using equation 3 are 0.52 
and 0.53 in Bahir Dar and Hawassa respec-
tively which according to the classification 
in Table 1 puts them at the moderate level 
of sustainability

Socio-cultural dimension of sustainability 
index

The sub-indicators of socio-cultural dimen-
sion: demographics, education, income 
inequality, housing, social and cultural net-
work have values closer to one and hence 
reflect progress towards sustainability. Oth-
er indicators, however such as crime, should 
be standardized via adjustment 

(z*= 1 – z), so that a value trending towards 
one indicates improved sustainability. 

Fig. 3 presents the sustainability index of 
sub-indicators of socio-cultural dimension 
in Bahir Dar and Hawassa cities. Among the 
sub-indicators, demographics (0.67) in Bahir 
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Fig. 2. Sustainability level of economic dimension indicators
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Dar and education (0.67) in Hawassa have 
the highest values. In both cities, crime has 
highest values via adjustment mentioned 
implying that cities are safe and hence sus-
tainable in this regard susceptibility of the 
cities for crime. Highly sustainable sub-in-
dicators in Bahir Dar are demographics 
and education while education and hous-
ing have high sustainability in Hawassa. 

Environmental dimension of sustainabil-
ity index

Among the environmental sustainabili-
ty sub-indicators, energy, land use/green 
spaces, greenhouse gas emission, and wa-
ter availability are indicators with higher 

scores and hence reflect higher sustain-
ability (Fig. 4). Like crime, which is one 
of socio-economic indicator mentioned 
above, environmental risks and green-
house gas emission should be standard-
ized via adjustment (z* = 1 – z) so that, 
a value trending towards sustainability, 
one indicates improved sustainability. This 
shows, environmental risk indicator is not 
showing towards sustainability in both 
cities. Nevertheless, the score for waste 
management is low in both cities and this 
is an indication that there are no enough 
liquid and solid waste management prac-
tices. This leads to the disposal of waste in 
Lake Tana in Bahir Dar and Lake Hawassa 
in Hawassa. 
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Fig. 4. Sustainability level of environmental dimension indicators

Fig. 3. Sustainability level of socio-cultural dimension indicators
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The sub-indicators with the highest sus-
tainability score in Bahir Dar and Hawassa 
are energy consumption, land use/green 
space, and water availability (Fig. 4). The 
overall score for environmental sustain-
ability in Bahir Dar is 0.55 and it is 0.56 in 
Hawassa. The results show that both cities 
are found at the moderate level of sustain-
ability.

Institutional dimension of sustainability 
index

Fig. 5 depicts that among the institution-
al sustainability sub-indicators, institu-
tional capacity, institutional framework, 
local community participation, and gen-
der mainstreaming are those with higher 
scores in both cities. On the other hand, 
local authority services indicator has low 
score in both cities. In Hawassa, the institu-
tional sub-indicaror with the highest score 
is  institutional capacity with an average 
score of 0.59 while in Bahir Dar the sub-in-
dicator with the highest score is  local 
community partnership with an average 
score of 0.57 (Fig. 5).  The average rating for 
institutional sustainability using equation 
3 is 0.52 for Bahir Dar and 0.50 for Hawassa. 

Overall urban sustainability indices

Fig. 6 and 7 provide the results of sustain-
ability in terms of the four dimensions. It 
can clearly be seen that the three dimen-
sions of sustainability in both cities fall in 
the category of moderate sustainability 
classification (0.50 ≤ X < 0.75) except so-
cio-cultural dimension in Hawassa. Ha-
wassa seems to have relatively a better 
performance in the economic and en-
vironmental dimensions. The economic 
sustainability score of Hawaasa (0.53) is 
higher than that of Bahir Dar (0.52) which 
could be due to the investment pooling 
potential of Hawassa since the city is rel-
atively closer to the capital, Addis Ababa. 
Similarly the better performance of Ha-
wassa in environmental dimension reveals 
that the attention the city has provided to 
this issue is better than Bahir Dar. Hawassa 
however lags behind Bahir Dar in terms of 
the socio-cultural and institutional dimen-
sions of sustainability. The overall result of 
sustainability in Bahir Dar (0.53) is higher 
than that of Hawassa (0.52) reflects the val-
ues of the socio-cultural and institutional 
dimensions which are better for Bahir Dar 
city (Fig. 6 and 7).
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Fig. 5. Sustainability level of institutional dimension indicators
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DISCUSSION

Recently, sustainability is given a high pro-
file and it requires that decision makers 
should have information about the envi-
ronmental, socio-cultural, economic, and 
institutional implications of development 
(Lyth and de Chastel 2007). In the same 
way sustainable, urban development re-
quires major changes in managing the 
social, environmental and spatial effects of 
urban development (Roberts and Kanaley 
2007). Sustainability however has to be 
understood correctly and this necessitates 

the use of techniques of selecting and us-
ing appropriate indicators for each of the 
dimensions of sustainability. Our exercise 
in constructing the sustainability index has 
helped us to examine the extent to which 
the two cities have managed their envi-
ronmental, economic, institutional and so-
cio-cultural aspects of urban development 
in a comparative perspective. 

The computation of urban sustainability 
has to take in to account the four main 
dimensions equally. Urban sustainability 
is multidimensional optimization process 

13
0 

G
ES

01
|2

01
9

Fig. 7. Spider diagram of dimensions of sustainability for Hawassa

Fig. 6. Spider diagram of dimensions of sustainability for Bahir Dar
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by its very nature and cannot have one 
clear optimal solution. Therefore, sustain-
ability assessment must be based on multi 
indicators analysis. The result showed that 
both cities have attained a moderate level 
of sustainability and there is little differ-
ence in the overall sustainability among 
the cities. The components of sustainabili-
ty show slight variations between the two 
cities.  In relation to economic dimension 
(Fig. 6 and 7), Hawassa has relatively high-
er index than Bahir Dar while Bahir Dar has 
relatively higher socio-cultural index than 
Hawassa. However, in both cities, the so-
cio-cultural dimension of urban sustain-
ability is at the lower range of sustainabili-
ty classification. This shows that both cities 
have to work more in addressing housing, 
education, health needs, reducing crime 
and strengthening the social and cultural 
networks in their respective jurisdictions. 
In relation to environmental dimension, 
both cities show relatively higher index. 
This implies that most of the activities of 
the cities are focused on environmental 
issues. As a result environmental sustain-
ability in the form of minimizing environ-
mental risks, providing renewable energy 
consumption, reducing greenhouse gas 
emission and providing clean water has 
received a better attention in the cities. 

The urban development policy in the 
country supports urban sustainability and 
strives to make cities the sources of the in-
dustrial value chain, centers of innovation 
and employment opportunity (MoUDH 
2015). The findings of the result showed 
that priority is given to environmental 
dimension followed by economic dimen-
sions. The socio-cultural and institutional 
dimensions have received less attention 
though they are equally important and in-
corporating them increases the possibility 
of broadening the coverage of sustainabi-
lity.

CONCLUSION

The indicator-based approach provides a 
basis for identifying different indicators to 
urban sustainability in a comprehensive 
manner. It combines indicators-based in-
terpretation of urban sustainability with 
the recognition of different indicators. An 
assessment of sustainability using the four 
main dimensions is necessary to deter-
mine if cities are able to consider the eco-
nomic, socio-cultural, environmental, and 
institutional dimensions of sustainability 
simultaneously.

In this study, it is implied that one index is 
insufficient to understand fully the sustain-
ability of a city, and therefore utilization of 
composite indices is required. According 
to the classification of a sustainability in-
dex, neither of our case study cities has yet 
achieved strong sustainability. Socio-cul-
tural and institutional dimensions of sus-
tainability are found to be low in Hawassa 
and Bahir Dar respectively as compared to 
the other dimensions. On the other hand, 
both cities have attained strong sustain-
ability level in terms of environmental di-
mension. Each city has its strengths and 
weaknesses towards sustainable urban 
development. The sustainability indicators 
of these two cities in Ethiopia can be used 
as a framework and a guideline for urban 
managers and planners towards attaining 
sustainable urban development in other 
cities and towns in the country.
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ABSTRACT. The Internet version of the interactive geoinformation system names as 
«Crimea Sea Coast» based on javascript programming language and the modern open 
library «leaflet» is described. Development of a product supposed to use of the modern 
vector graphics technologies, such as D3, Flot and other superstructures over javascript. 
The main attention is paid to operational representation of full-scale results observations 
with assessment of Crimea coastal zone dynamics in general. Options of such approach are 
already realized with use of data on measurement of coast line position of the northwest 
coast now. In addition, the system reserves the special section described the basis and 
results of the implementation of the previously developed cadastral assessment of the 
Crimea beaches, including their recreational areas, economic assessment of recreational 
resources, as well as the results of comprehensive interdisciplinary monitoring of 
Sevastopol Bay environmental condition for the period from 1998 to the present, including 
a cartographic representation of the geographical elements of the region as a whole. The 
results of monitoring allow to realize visualization of spatial distributions of hydrological, 
hydrochemical and hydrobiological characteristics of the bay sea environment in the 
digital format defined by user, to perform the construction of vertical distributions, and 
also to calculate some ecological indexes. The final version of the system is expected to be 
posted on the official website of Marine Hydrophysical Institute.
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INTRODUCTION

The global implementation of geographic in-
formation systems both into the practice of 
scientific research and cartographic data rep-
resentation allows more naturally to perceive 
of the spatial distribution of different fields 
and objects on the earth’s surface and even 
in sea depths. Detailed overview of the spe-
cifics of oceanographic GIS-tools is presented 

by CRCPress (2002) and Davey Jones’ Locker 
(2018). However, it is difficult to imagine a sin-
gle information system for the whole of the 
world’s oceans and therefore they are most 
often developed in the form of regional struc-
tures. Thus a few GIS for Black Sea region have 
been developed in Marine Hydrophysical In-
stitute (zhuk 2016; Konovalov 2013).
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Increased interest in GIS creates the pros-
pects of geoinformation data dissemination 
not only among specialists, but also among 
management structures and even for open 
access. In this regard, it’s appears the need 
of provision for possibility of geoinformation 
data presentation without prior acquaintance 
with costly GIS tools and the acquisition of 
the necessary expensive licenses (ESRI 2018a; 
MapInfo 2018; Golden et al. 2018). Addition-
ally, using of these professional GIS requires 
prior training and education.

In this regard, completely new horizons are 
opening with the implementation of GIS-
tools through the Internet (Web-GIS) which, 
unlike the usual desktop-analogues are ei-
ther fully or conditionally accessible and do 
not require to send of finished projects to us-
ers. (OIAS et al. 2018), which, unlike the usual 
desktop-analogues are either fully or condi-
tionally accessible and do not require to send 
of finished projects to users. 

One of the solutions in this direction is the 
newly developed leaflet library (Leaflet 2018) 
to the popular programming language javas-
cript. The main leaflet advantage is the ability 
to represent a vector graphics in the network 
with use of online map services like MapBox, 
OpenStreetMap, Google Maps, Yandex Maps, 
etc. This is a very important fact allows to ex-
clude from developing of GIS tools the pro-
cess of base map creating and to focused on 
the data representation.

Marine Hydrophysical Institute, over the 
long years has accumulated a huge arrays of 
oceanographic observations data, collected 
in a single internal database (DB), access to 
which, however, is limited even for the em-
ployees of the MHI and, in addition, is imple-
mented in outdated formats that do not facil-
itate its use in operational analysis.
At the same time, due to the objective loss 
of all research vessels in the 1990s, the role of 
coastal observations has increased, the num-
ber of which is increasing too, along with the 
growing importance of these data for the 
economic development of the Crimea. In 
view of these circumstances, the institute 
has developed a strategy of popularization 
of coastal observation data in order to sup-
port decision-making on the management 

of the sea coastal zone, aimed at ensuring 
the environmental sustainability of the ter-
ritories for the development of recreational 
and economic factors. First and foremost, 
these decisions are aimed at counteracting 
both the sharply aggravated beaches degra-
dation process and pollution of coastal areas. 
In this regard, the work on the formation of 
public media products that characterize the 
main trends in the state of the coastal zones 
has become quite popular (Konovalov et al. 
2013; Dolotov 2007). However, of these, only 
the first work was framed in the form of freely 
distributed and updated information system, 
implemented, however, only in the form of 
personal computer application. At present, 
the above-mentioned technologies allow to 
prepare all the received materials in the form 
of Internet-oriented information systems, ac-
cess to which does not require prior training. 
At the same time, unlimited Internet resourc-
es allow to saturate such systems not only 
with measurement data, but also with more 
general information about the coastal zone, 
which have an educational significance too.

MATERIALS

The work used the modern open library leaf-
let in conjunction with ESRI leaflet (2018b). 
The main page of the site is quite traditional 
(Fig.  1) and includes 6 information sections 
(Table 1).

The first and last sections is implemented 
using the traditional HTML language, and in-
cludes information on climate, cyclonic activ-
ity, storm surges and waves, atmospheric pre-
cipitation, changes in sea level and coastline 
position, anthropogenic impacts and coast 
types. As examples the Fig. 2 describes the 
coast types (a) and storm surge features (b).

The other sections in contrast include car-
tographic material with maximum use of 
interactive tools. So, three data sources are 
proposed for the cartographic representa-
tion of the base map in this implementation: 
MapBox, OSM and Yandex Map, the list of 
which can be later increased. It is important 
to note that, since the Internet base maps are 
represented by bitmaps, the diversity of their 
thematic options is realized by a map simple 
redrawing. For example, the well-known ser-
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Table 1. List of potential system’s features

Base info Hydro meteorological information and shore structure

Interactive maps Detailed description of individual sections of the coastal zone

Measurements Operational results of surveys and measurements

Results Modern and historical results of the coastal zone study

Cadaster of beaches
The concept and the pilot implementation of the results of 

Crimean beaches cadastral assessment

Team Personality and contacts

Fig. 1. The main page of interactive system

Fig. 2. Traditional visualization of HTML page format
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vice ESRI offers the following set of thematic 
maps: navigation, topographic, geographic, 
monochrome and satellite. Additionally, we 
use additionally MapBox_light and Map-
Box_dark, extremely convenient for focusing 
the user’s attention on the represented data. 
Moreover, the Internet providers offer up-to-
date maps on some indicators, such as air 
temperature, humidity, directions and speed 
of the wind, which can even be animated.

METHODS

Recently, Marine Hydrophysical Institute re-
leased a monograph in the form of an Atlas of 
the Crimea sea coast current state, published, 
unfortunately, in a very small edition. Atlas 
consists of detailed description of 170 coast 
points belong all the shore. The first task of 
the work was to compare the complexity, 
quality and options for the convert of all Atlas 
materials into the new Internet format. The 
first positive decision was obtained at the be-
ginning of the project development and was 
associated with the possibility of map zoom-
ing. This allowed to combine separate shore 
fragments of the printed Atlas into a single 
combined map. In addition, it is quite simple 
to implement additional mapping tools, such 
as coordinate grid, measuring ruler and some 
others. 

Another important task was to check the spa-
tial coincidence of the available data mea-
sured in the coastal zone with the Crimea 
coastline of the map services on maximum 
zoom levels. For this purpose, these maps 
were overlaid with a digitized image of the 
contour of the Crimea for July 2014 in the 
ESRI shape format. Fig. 3 presents the quite 

satisfactory results of the comparison. In this 
regard, it should be noted that the Internet 
maps are constantly updated, and some 
discrepancies are noticeable in the Fig. 3 on 
the right can be caused by natural changes 
in comparison with the test contour 2014. 
Confirmation of this conclusion is the exact 
match of fixed objects such as concrete piers. 
In the implementation of the online version 
of the Atlas, used a relatively small number of 
leaflet tools, allowing, however, to evaluate 
the prospects for the development of the 
system as a whole. So, the Atlas abounds with 
photos showing the current state of individ-
ual sections of the coastal zone, as well as 
historical photos in comparison with modern 
ones.

All these photos are geographically linked 
to points on the map, and the information 
output is easily implemented using standard 
leaflet markers and popups (Fig. 4).

Fig. 5 shows a more informative design op-
tions of interactive page implementation. 
Moving the mouse over the elements dis-
plays the length of the lines, the area of the 
polygons and some other characteristic infor-
mation. 

At the same time there is a zoom to the el-
ement spatial extent. The greatest attention 
in the work is supposed to be paid to the 
options of interactive presentation of the re-
sults of field observations. Thus, the interac-
tive map shown in Fig. 6 at the left presents 
the results of measurements of the coastline 
position in the area of the North-Western 
Crimea near the Bakal lake.
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Fig. 3. Results of Crimea contour overlaying on the MapBox
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Fig. 4. The simple implementation of leaflet technology

Fig. 5. The simple example of popup windows based on leaflet markers

Fig. 6. Results of shoreline location (left) and depth measurements (right) 
as an interactive map
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At the same time, the user can toggle the list 
of the presented data, as well as information 
about the characteristics of objects (length 
for lines and area for polygons). On the right, 
the results of depth measurements in the 
form of points and interpolated contours are 
presented in a similar way. A special switch al-
lows you to select the type of data displayed. 
In comparison with coastal measurements, 
marine surveys are performed with high ver-
tical resolution for analyze the vertical profiles 
of the distribution of individual elements 
(Fig. 7).

The grid format (Golden 2018) is most suit-
able for detailed investigation of numerous 
surveys of the Sevastopol Bay, which is a long-
term system for monitoring its environmental 
condition. In this regard, the most interesting 
is the European system of environmental 
status indices with the assessment of indica-
tors in certain areas of the Bay. Spatial distri-
butions can be represented in three ways: a 
traditional gradient, a “traffic light” or a more 
familiar one – in the form of contours (Fig. 8). 

The Table 1 shows that the system reserved a 
special Section for cadaster of Crimea beach-

es. The Crimea government have been trying 
to create it since 2004, but it is still in the state 
of the project. This may be due to either a lack 
of understanding of the cadaster concept or 
the importance of the project. In spite of the 
fact that MHI repeatedly represented the 
technique of beaches cadastral assessment 
developed by it the product still is absent. 
The inclusion of existing best practices, tools 
and proposals in the structure of the infor-
mation system can serve the starting point 
to the beginning of the implementation of 
a systematic cadastral beach area studies, 
which, however, are performed by MHI since 
2005. In contrast to the materials presented 
above, the content of cadaster of the beaches 
involves the calculation of a significant num-
ber of calculated indicators, which are usually 
formed the special cadastral database. 

The main task of cadaster visualization is a 
cartographic representation of a complex 
cadastral structure (Fig. 9), including their 
recreational areas, as well as a variety of com-
parative and chronological charts of changes 
in individual cadastral indicators. The last task, 
which usually requires additional comments, 
is supposed to be implemented using spe-
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Fig. 7. The result of visualization of marine hydrological surveys
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Fig. 8. Different kinds of spatial distribution of temperature: gradient (a), traffic light 
(b) and contours (c)

Fig. 9. The main cartographic cadastral visualization
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cialized technologies C3-D3 (C3 2018), pro-
viding excellent interaction between digital 
data and graphics. 

CONCLUSION

Comparative variants of different GIS imple-
mentation allow us to assert that Internet 
products using modern open technologies 
can significantly speed up the work and the 
capabilities of such products often exceed 
the capabilities of traditional programming 
methods. In this regard, it should be noted 
that there is no need for careful preparation 
of the base map and zooming technologies. 

An additional advantage is the ability to use 
GIS on any platform, including tablets and 
smartphones.
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should be identified as a Corresponding Author. The e-mail address of the corresponding 
author will be published, unless requested otherwise.

ExAMPLE:

Ivan I. Ivanov1, Anton A. Petrov1*, David H. Smith2

1University/Organization name, Street, City, zIP-code, Country
2University/Organization name, Street, City, zIP-code, Country
* Corresponding author: example@example.com

4. Article structure should contain further sections:
	 •	 Abstract.
	 •	 Keywords	 (Immediately	 after	 the	 abstract,	 provide	 a	 maximum	 of	 6	 keywords,	
avoiding general and plural terms and multiple concepts (avoid, for example, ‘and’, ‘of ’). 
Be sparing with abbreviations: only abbreviations firmly established in the field may be 
eligible. These keywords will be used for indexing purposes.).
	 •	 Introduction	(State	the	objectives	of	the	work	and	provide	an	adequate	background,	
avoiding a detailed literature survey or a summary of the results.).
	 •	 Material	and	methods	(Provide	sufficient	details	to	allow	the	work	to	be	reproduced	
by an independent researcher. Methods that are already published should be summarized, 
and indicated by a reference. If quoting directly from a previously published method, use 
quotation marks and also cite the source. Any modifications to existing methods should 
also be described.
	 •	 Results	(Results	should	be	clear	and	concise.).
	 •	 Discussion	(This	should	explore	the	significance	of	the	results	of	the	work,	not	repeat	
them. A combined Results and Discussion section is often appropriate. Avoid extensive 
citations and discussion of published literature.).
	 •	 Conclusions	 (The	 main	 conclusions	 of	 the	 study	 may	 be	 presented	 in	 a	 short	
Conclusions section, which may stand alone or form a subsection of a Discussion or 
Results and Discussion section.).
	 •	 Acknowledgements	 (List	 here	 those	 individuals	 who	 provided	 help	 during	 the	
research and funds which provided financial support of your research.).
	 •	 References	(Make	a	list	of	references	according	to	guidance	provided	below).
	 •	 Appendices	(If	there	is	more	than	one	appendix,	they	should	be	identified	as	A,	B,	etc.
Formulae and equations in appendices should be given separate numbering: Eq. (A.1), Eq. 
(A.2), etc.; in a subsequent appendix, Eq. (B.1) and so on. Similarly for tables and figures: 
Table A.1; Fig. A.1, etc.).
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5. Sections and sub-sections shouldn’t be numbered, but divided into sub-levels. If you 
would like to refer to a particular section, name it without any numbers (for example: see 
“Materials and methods”)
 
6. Math equations should be submitted as editable text and not as images (use 
appropriate tool in text editor).  Present simple formulae in line with normal text where 
possible and use the solidus (/) instead of a horizontal line for small fractional terms, 
e.g., X/Y. In principle, variables are to be presented in italics. Number consecutively any 
equations that have to be displayed separately from the text (if referred to explicitly in the 
text).
 
7. Figures and figure captions. Number the illustrations according to their sequence in 
the text. Regardless of the application used, when your figure is finalized, please ‘save 
as’ or convert the images to one of the following formats: TIFF, JPG. Supply files that are 
optimized for screen use. The resolution should be at least 300 dpi. Besides inserting 
figures into your manuscript, you must also upload appropriate files during paper 
submission. Ensure that each illustration has a caption. A caption should comprise a brief 
title (not on the figure itself ) and a description of the illustration beginning from “Fig. 1…” 
(note: no any dots in the end of the capture!). Keep text in the illustrations themselves to 
a minimum but explain all symbols and abbreviations used. 

Example of referring to the figure in text: (Fig. 1)
Example of figure caption: Fig. 1. The distribution of the family Monimiaceae

8. Tables. Please submit tables as editable text and not as images. Tables can be placed 
either next to the relevant  text  in  the  article,  or  on  separate  page(s)  at  the  end.  
Number  tables  consecutively  in accordance with their appearance in the text, place 
table caption above the table body and place any table notes below the body. Be sparing 
in the use of tables and ensure that the data presented in them do not duplicate results 
described elsewhere in the article. Please avoid using vertical rules and shading in table 
cells.

Example of table caption: Table 1. Case studies and used methods

9. The optimum size of a manuscript is about 3,000–5,000 words. Under the decision 
(or request) of the Editorial Board methodological and problem articles or reviews up to 
8,000–10,000 words long can be accepted.

10. To facilitate the editorial assessment and reviewing process authors should submit 
“full” electronic version of their manuscript with embedded figures of “screen” quality as a 
PDf or DOC file.

11. We encourage authors to list three potential expert reviewers in their field. The 
Editorial Board will view these names as suggestions only.

12. Original reviews of submitted manuscripts remain deposited for 3 years.
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