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ABSTRACT. Forest and land fires are disasters that often occur in Indonesia which affects neighbouring countries. The burned 
area can be observed using remote sensing. Synthetic aperture radar (SAR) sensor data is advantageous since it can penetrate 
clouds and smoke. However, image analysis of SAR data differs from optical data, which is based on properties such as 
intensity, texture, and polarimetric feature. This research aims to propose a method to detect burned areas from the extracted 
feature of Sentinel-1 data. The features were classified using the Convolutional Neural Network (CNN) classifier. To find the 
best input features, several classification schemes were tested, including intensity and polarimetric features by applying the 
Boxcar speckle filter and the Gray Level Co-occurrence Matrix (GLCM) texture feature without using the Boxcar speckle filter. 
Additionally, this research investigates the significance of a window size parameter for each scheme. The results show the 
highest overall accuracy achieved 84% using CNN classification utilizing the GLCM texture features and without conducting 
the Boxcar speckle filter on the window size of 17×17 pixels when tested on the part region of Pulang Pisau Regency and 
Kapuas Regency, Central Kalimantan in 2019. The total burned area was 76,098.6 ha. The use of GLCM texture features without 
conducting the Boxcar speckle filter as input classification performs better than using intensity and polarimetric features that 
undergo the Boxcar speckle filter. Combining intensity and polarimetric features with performing the Boxcar speckle filter 
improves better classification performance over utilizing them separately. Furthermore, the selection of window size also 
contributes to improve the model performance.
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INTRODUCTION

	 The	 land	 and	 forest	 fires	 that	 occurred	 in	 Indonesia	
become	an	international	issue	since	they	affect	bordering	
countries.	 Land	 and	 forest	 fire	 incidents	 cause	 several	
environmental and health issues due to air pollution from 
the fog, bad haze, and carbon in the air (Ho et al. 2019). 
In	2019,	Malaysia	and	Singapore	endured	the	suffocating	
presence of a thick haze for an entire week, causing severe 

air pollution and discomfort in both countries, due to 
transboundary haze from Indonesia (Nguyen et al. 2022; 
Sakti et al. 2023; Yeung 20191). According to the report of 
the Ministry of Environment and Forestry (MoEF) Republic 
of Indonesia2, the most severe burned occurrence in 
Indonesia happened in 2015 up to 2.6 million hectares, 
followed by 1.64 million hectares in 2019, primarily in 
Kalimantan and Sumatera Islands (Ministry of Environment 
and Forestry 2019). 
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 The Indonesian government has been implementing 
some	strategies	for	land	and	forest	fire	management	since	
2015. One of the strategies is a method development for 
calculating	 the	 burned	 areas.	 Monitoring	 the	 fire	 event	
requires the use of remote sensing data for burned area 
mapping as part of a system from detection to post-
fire	 management	 (Efransjah	 et	 al.	 2020).	 Some	 optical	
imageries such as Landsat and Sentinel-2 have been 
utilized as the primary data for mapping the burned area as 
the main data. Recently, the automatic mapping approach 
has been developed by the Indonesian government, but 
it	 is	 still	 in	 the	 early	 stages	 of	 development	 (Efransjah	
et al. 2022). However, the presence of clouds or smoke 
above the burned areas limits the observation utilizing 
the optical remote sensing data. The use of multi-sensor 
satellite imageries is a solution to generate a better-
burned area map by combining optical and SAR satellite 
imageries	 (Abdikan	 et	 al.	 2022;	Arjasakusuma	et	 al.	 2022;	
Sudiana et al. 2023). Single satellite data input can lead to 
underestimating burned area calculations due to fewer 
revisit times. Gaveau et al report that using Setinel-2 
data resulted in the burned area in 2019 reaching 3.11 
Mha across Indonesia (Gaveau et al. 2021). It was twice as 
estimated by the Indonesian government’s MOEF by using 
manual delineation on Landsat-8 images. On the other 
hand, stand-alone SAR data has the ability to generate high 
accuracy in burned area mapping.
 Synthetic aperture radar (SAR) is a non-optical sensor 
of remote sensing that has been investigated for use in 
burned area mapping (Ban et al. 2020; Hosseini and Lim 
2023; Tanase et al. 2010), mainly because it can penetrate the 
cloud and the smoke over the burned areas, non-weather 
depends as well. Some studies have been investigating 
Sentinel-1’s capability to map the burned areas, using 
interferometric coherence and backscatter time series 
(Tanase	et	al.	2020),	unsupervised	classification	using	radar	
properties (De Luca et al. 2021), random forest (Hosseini 
and Lim 2023), deep learning CNN (Luft et al. 2022), and 
near real-time monitoring using a deep learning approach 
(Ban et al. 2020), as well as the automatic framework using 
Deep Convolutional Neural Network (DCNN) (Radman et 
al. 2023).
 Texture features and polarimetric features are 
important extracted features that need to be selected in 
classification	using	SAR	images	(Singh	and	Kaur	2011).	An	
urban	 land	cover	classification	was	 studied	using	an	SAR	
image. It results in selected texture features such as mean 
intensity,	semivariograms,	variance,	and	weighted-rank	fill	
ratio	improving	the	classification	result	(Dekker	2003).	SAR	
image	classification	using	the	Sandia	National	Laboratories	
dataset was performed using texture features such as gray 
level	co-occurrence	matrix	(GLCM)	and	Gabor	filters	(GFs)	
and reduced using canonical correlation analysis (CCA). It 
results	 in	 good	 performance	 and	 high	 efficiency	 (Ismail	
et al. 2014). The Sentinel-1 image’s texture features were 
used to identify lead using a random forest algorithm, 
which resulted in high precision (Murashkin et al. 2018). 
Furthermore, window size is an important parameter in 
texture features as a larger window size tends to give stable 
results (Wen et al. 2009).
 Besides the texture features and polarimetric features, 
speckle	is	a	type	of	noise	that	may	influence	the	results	of	
the application obtained from the SAR data. A comparison 
among several despeckling methods was performed such 
as Frost, Gamma maximum a posteriori (MAP), Lee, Median, 
and	Boxcar	filter	using	Sentinel-1	 images,	 resulting	 in	the	
Boxcar	filter	outperforming	them	in	identifying	mangrove	
forests	 (Ansari	 et	 al.	 2020).	 Also,	 the	 boxcar	 filter	 proved	

easy	and	effective	for	homogenous	regions	(Mullissa	et	al.	
2022).
 In the matter of Indonesia’s burned area mapping, 
the research regarding the optimum feature of Sentinel-1 
C-band	 SAR	 is	 still	 insufficient.	Moreover,	 adequate	 radar	
input features are needed since Indonesia consists of 
various landscapes to obtain high accuracy in burned area 
detection. Therefore, this research proposed a method to 
detect burned areas based on our investigation from the 
extracted feature of Sentinel-1 data. The extracted feature 
is	 then	 classified	 using	 the	 1-D	CNN	 classifier	 since	 CNN	
can	 be	 treated	 as	 state-of-the-art	 in	 image	 classification.	
We	 investigate	 several	 classification	 schemes	 from	 the	
extracted	features	of	σ^0	and	γ^0	in	VH	and	VV	polarization	
of	 mosaic	 images	 in	 pre-fire	 events	 as	 well	 as	 post-fire	
events such as intensity and polarimetric features with 
performing	Boxcar	speckle	filtering	as	well	as	GLCM	texture	
feature	without	performing	Boxcar	speckle	filter	to	look	for	
the optimum parameter. 

MATERIALS AND METHODS

Research Location and Data

 This research examined a subset of Pulang Pisau 
Regency and Kapuas Regency, Central Kalimantan, 
Indonesia (see Fig. 1) since this province is one of the most 
affected	regions	in	2019	(MoEF	2019).	Generally,	the	Muller	
and Swachner and hilly areas dominate the northern 
part of this province, while the lowland zone, swamp, 
and brackish lie in the southern part (Central Kalimantan 
Province Environmental Agency 2020). The ecosystems 
found in Central Kalimantan are rain forest, peat forest, 
heath forest, swamp forest, lowland forest, upland forest, 
mangrove forests, and plantation forest (Center for 
Kalimantan Ecoregion Development Control Ministry 
of Environment and Forestry 2016; Central Kalimantan 
Province Environmental Agency 2020). According to 
Statistics Indonesia, Pulang Pisau Regency and Kapuas 
Regency have various land cover types including hilly areas 
in the north region and swamps as well as coastal areas in 
the south area (Statistics Indonesia 2010, 2023).  According 
to the Land Cover Map from the MoEF, the research area’s 
land cover types include swamp, shrub swamp, shrub, 
bare land, plantation, built-up land, mangrove, secondary 
swamp	 forest,	 paddy	 field,	 and	 agriculture	 area,	 as	
illustrated in Fig. 1.
 This research used Sentinel-1 GRD data derived from 
Google Earth Engine. Table 1 provides detailed information 
about the Sentinel-1 data used in this research. The 
date	 description	 in	Table	 1	 indicates	 that	 pre-fire	 events	
occurred	 from	 6-23	 July	 2019,	 while	 post-fire	 events	
occurred	 from	 10-27	 October	 2019.	 As	 the	 classification	
was a supervised approach, Fig. 2 shows the Satellite 
pour de l’Observation de la Terre (SPOT) images dated 
2 September and 8 October 2019, as well as 10 October 
2018 with a resolution of 1.5 meters that were used in this 
research as the reference data. The Land Cover Map from 
the MoEF in 2019, was utilized to determine the land cover 
type	at	the	research	site.	The	active	fire	data	from	MODIS	
and	 the	Visible	 Infrared	 Imaging	Radiometer	Suite	 (VIIRS)	
sensor in July – October 2019, collected from the National 
Aeronautics and Space Administration (NASA), were used 
in this research as a consideration of the occurrence of 
burned areas. Furthermore, MODIS’s burned area monthly 
global 500 m, MCD64A1, derived from Google Earth 
Engine, was employed in this research. The burned area 
information	from	the	MoEF	in	2019	was	also	used	to	find	
out	the	burned	area	location	and	month	of	fire.
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Fig. 1. The area of interest (red rectangle) investigated in the research

Fig. 2. SPOT data coverage in an area of interest

Table 1. Sentinel-1 data details for the research 

Parameters Descriptions

Date Pre-fire:	July	2019 Post-fire:	October	2019

Frequency 5.405 GHz

Pixel Spacing 10 meters

Orbit Descending

Product Type Ground range detected (GRD)

Acquisition Mode Interferometric wide swath

Polarization Mode VV	and	VH
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Methodology

	 Fig.	 3	 depicts	 the	 flowchart	 used	 in	 this	 study.	 It	
comprises image pre-processing, training and validation 
data	 construction,	 classification,	 performance	 evaluation,	
and burned area information generation.
 The SAR data pre-processing was performed using 
Google Earth Engine (GEE) which includes producing 
gamma	nought	(γ0)	from	sigma	nought	(σ0). This research 
utilized	two	types	of	 two	backscatter	coefficients	namely	
σ0	 	and	γ0	 	on	VH	and	VV	polarizations.	σ0  is described as 
an	average	of	radar	reflectivity	per	unit	area	in	the	ground	
plane	 (Hossain	 and	 Easson	 2009;	 Small	 2011),	while	 γ0 is 
the	 reflected	 radar	 signal	 per	 unit	 area	 perpendicular	 to	
the	slant	plane	 (Small	2011).	As	σ0 relies on a variance of 
the	incidence	angle,	γ0	can	assist	in	minimizing	incidence	
angle dependence (Emery and Camps 2017). These 
backscatter	coefficients	can	be	expressed	in	mathematical	
expression as follows (Srivastava et al. 2022):

 where DN is digital number from SAR amplitude image, 
K	is	a	calibration	factor,	and	θ	is	incidence	angle.
 After the pre-processing step, feature extraction and 
Gray Level Co-occurrence Matrix (GLCM) texture feature 
extraction were performed. Before feature extraction, the 
investigation was performed by implementing the Boxcar 
speckle.	The	Boxcar	filter	is	basically	an	averaging	filter	that	
changes the centre pixel by a mean value of a moving 
window N × N (Yahia et al. 2020). Meanwhile, the GLCM 
texture	feature	was	extracted	without	speckle	filtering,	as	

shown in Fig. 3. The variation of window size was conducted 
in	 speckle	 filtering	 and	 GLCM	 texture	 feature	 extraction,	
with the following pixel sizes 5×5, 7×7, 9×9, 11×11, 13×13, 
15×15, and 17×17. This disparate experiment was done 
to	understand	the	effectiveness	of	feature	extraction	after	
the	Boxcar	speckle	filter,	compared	with	the	performance	
of	GLCM	texture	feature	extraction	with	differing	window	
sizes.
 The selection of training and validation data was 
performed by interpreting SPOT data as a reference, 
which is shown in Fig. 2. The model was developed using 
Convolutional Neural Network 1D (CNN-1D). Following 
that,	 classification	 was	 performed	 to	 obtain	 the	 burned	
area information.

Polarimetric and Texture Features

 This research used several features such as radar burn 
ratio	(RBR),	radar	burn	difference	(RBD),	Δ	radar	vegetation	
index	 (ΔRVI),	 and	 Δ	 dual-polarization	 SAR	 vegetation	
index	 (ΔDPSVI).	RBR	and	RBD	on	VH	polarization	perform	
well	 in	 differentiating	 between	 burned	 and	 unburned	
areas	 (Lasaponara	 and	 Tucci	 2019).	 In	 addition,	 RVI	 and	
DPSVI	are	good	 indicators	of	backscatter	changes	mainly	
for vegetation (De Luca et al. 2021; Mandal et al. 2020; 
Periasamy 2018). These features can be expressed as 
follows.

Fig. 3. Research flowchart

(1)

(2)

(3)

(4)
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 GLCM is an important texture feature that has been 
used in SAR image processing for several applications 
(Champion et al. 2014; James et al. 2021; Lestari et al. 2021; 
Soh and Tsatsoulis 1999). This research used several GLCM 
texture features such as contrast, entropy, homogeneity, 
and mean since the features are adequate to discriminate 
between burned and unburned areas (Mutai 2019). Table 
2 shows the mathematical expression of the used GLCM 
texture features (Anand et al. 2023).

Training and Validation Dataset Generation

 In constructing the dataset, high-resolution SPOT 
images were utilized to label burned and unburned areas. 
Besides, the occurrence of burned areas was also checked 
using	 high-level	 confidence	 in	 burned	 area	 information	
from the MoEF, which means the area had been checked 
by	 field	 investigation.	 The	 dataset	 was	 divided	 into	
training and validation data, which comprised burned and 
unburned classes. The distribution between the training 
and validation datasets was 70:30. This research collected 
176,100 pixels, which contained 88,460 pixels of burned 
and 87,640 of unburned classes for training, and 76,032 
pixels comprising 38,632 of burned and 37,400 of unburned 
classes for validation.

Classification Schematic

	 To	 examine	 the	 optimum	 classification	 parameter	 for	
burned area detection, there are four schemes that were 

investigated	in	this	research	as	shown	in	Table	3.	In	the	first	
scheme,	σ0	and	γ0	of	mosaic	images	in	pre-fire	events	and	
post-fire	events	were	used	as	 inputs,	 resulting	 in	8	bands.	
Then,	indices	logRBR,	RBD,	ΔRVI,	ΔDPSVI	on	σ0	and	γ0 were 
utilized for Scheme -2, so the inputs become 12 bands. Next, 
the inputs on Scheme -1 and Scheme -2 were combined 
and were investigated in Scheme -3. Last, GLCM texture 
features were used as inputs for Schemes -4.

Classification Design

 A convolutional neural network (CNN) is a deep learning 
type that has the advantage of being able to extract features 
automatically (LeCun et al. 2015). This research focuses 
on 1-D CNN where the architecture is built and trained 
using one-dimensional data. 1-D CNN has the advantage 
of having relatively low computational complexity and 
computational requirements so that it can be used for real-
time applications (Kiranyaz et al. 2021). In addition, for the 
utilization of remote sensing data, the use of multi-temporal 
remote	sensing	data	and	the	CNN	1-D	method	is	effective	
in increasing the accuracy of up to 1.9% (Guidici and Clark 
2017) and 4% (Song et al. 2019) in classifying land cover. 
Generally, CNN is a network consisting of several layers 
where the previous layer’s output is connected in sequential 
order to the next input involving trained weights and 
biases. CNN comprises three main operations: convolution, 
nonlinearity, and pooling/subsampling (Zhang et al. 2018). 
An architecture of one-dimensional CNN consists of an 
input layer, a convolutional layer, a pooling layer, and a 
fully connected layer. This research used two convolutional 
layers, one pooling layer, one dropout layer, and two hidden 
layers. In this research, the convolutional layers used a kernel 
size	of	2	×	2.	The	hidden	layer	used	a	Rectified	Linear	Unit	
as an activation function. A sigmoid function was utilized in 
the output layer. In addition, the Adam optimizer and binary 
cross-entropy were utilized as they classify two classes. The 
learning rate was set to 0.001 with an epoch of 500.

(5)

(6)

Table 2. Mathematical expression of the GLCM texture features used in the research

Table 3. Classification schemes

GLCM Texture Feature Mathematical Expression

Contrast

Entropy

Homogeneity

Mean

Scheme Bands/Features

1 8	bands	VH	and	VV	polarization	of	σ0	and	γ0	of	pre-fire	and	post-fire	events

2 12	bands	of	logRBR,	RBD,	ΔRVI,	ΔDPSVI	on	σ0	and	γ0 

3 20 bands with features consist of Scheme -1 and Scheme -2

4
32	texture	feature	bands	VH	and	VV	polarization	of	σ0	and	γ0of homogeneity, entropy, 

contrast,	and	mean	in	pre-fire	and	post-fire	events
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	 The	classification	model	development	was	conducted	
using	a	workstation	with	the	specifications	of	an	Intel	Xeon	
Gold 6130 CPU @2.10 GHz, and 32 GB RAM. In addition, 
the Python programming language was used for a deep 
learning model development using the “TensorFlow” 
and “Keras” libraries. Geospatial Data Abstraction Library 
(GDAL) was employed for supervising geospatial image 
processing, such as data type conversion. 

Performance Metrics

	 Several	metrics	were	used	to	evaluate	the	classification	
model’s performance, i.e., overall accuracy (OA), precision, 
recall, F1-Score, and Cohen’s Kappa (K) as stated in Eq. 
(7) – (11). Overall accuracy is the ratio between our 
model	 correctly	 classified	and	all	 the	 tested	data	namely	
true positive (TP), true negative (TN), false positive (FP), 
and false negative (FN). Precision shows a portion of the 
predicted burned class that is correct. The recall implies 
the	proportion	of	a	class	 that	 is	classified	correctly	based	
on reference data information (ground truth). Precision 
and recall become the optimum parameters for class 
imbalance problems. Meanwhile, the F1-Score is the 
metric that combines precision and recall and utilizes their 
harmonic mean. Cohen’s Kappa is used to measure the 
degree of agreement between the predicted results and 
the reference data. The pe value in Equation (11) shows the 
probability of change between the predicted results and 
the reference data (Molin and Jee 2021).

RESULTS 

Burned Area Detection Classification Result for Every 
Scheme

 In Scheme -1, where the 8 bands SAR data undergo 
Boxcar	filter,	 the	highest	OA,	F1-Score,	and	K	values	were	
found in the window size of 13×13 are 0.8060; 0.8050; 
and 0.6121 respectively as shown in Table 4. For precision 
and recall values, window sizes of 15×15 and 11×11 were 
found to be the best settings for precision and recall scores 
in both performance evaluations. As stated in (Landis and 
Koff,	 1977),	 this	 finding	 demonstrates	 that	 the	 K	 value	
using window sizes of 13×13 and 17×17 was categorized 
as a substantial agreement for Scheme -1, while the other 
window sizes were categorized as moderate agreement. 
 Scheme -2 used 12 bands of SAR features that undergo 
Boxcar	 filtering	 as	 inputs.	 The	 window	 size	 of	 15×15	
yielded the highest OA and K values of 0.7822 and 0.5648, 
respectively. For precision, recall, and F1-score values, the 

highest value was achieved at a window size of 13×13, 
9×9, and 11×11 respectively. The model in Scheme -2 
with various window sizes shows an agreement between 
predicted results and reference data that was categorized 
as moderate agreement (ranging from 0.4570-0.5648) as 
shown in Table 4. 
 In Scheme -3, in which the inputs were a combination 
of Scheme -1 and Scheme -2 SAR features, the highest 
OA, recall, F1-Score, and K values were found at a window 
size of 17×17 with the following value namely 0.8342; 
0.8204; 0.8341; and 0.6685 respectively. For precision value, 
window	sizes	of	13×13	was	the	most	effective	parameter	
for obtaining the highest value. In Scheme -3, the model 
showed substantial agreement, except when using a 
window size of 5×5 based on K value. 
 In Scheme -4, in which the inputs were the selected 
GLCM texture features, a window size of 17×17 resulted in 
the highest OA, recall, precision, F1-Score, and K with the 
following value of 0.8461; 0.8035; 0.8831; 0.8414; and 0.6926 
respectively. In this scheme, a substantial agreement was 
found in the model with a window size of 13×13, 15×15, 
and 17×17, while the others were moderate agreement as 
seen in Table 3. 
 These results also indicate that an increase in the 
number	of	features	for	classification	will	result	in	a	longer	
processing time during training, as demonstrated by 
Scheme -4, which utilizes the most features. However, 
increasing the window size does not necessarily increase 
the training time as depicted in Schemes -1- 4 in Table 4.

Performance Comparison of Different Schemes in 
Detecting Burned Areas

 Fig. 4 depicts the comparison of burned area 
classification	 performance	 indicated	 by	 OA,	 recall,	
precision, F1-score, and K in each scheme. Comparing 
Scheme -1 to -4, the highest OA, precision, F1-Score, and 
K values were achieved in the model Scheme -4 with a 
window size of 17×17, as shown in Fig. 4. It means that this 
model has a potency to minimize a mistake in determining 
the burned area which should be an unburned area. Fig. 5 
shows	the	burned	area	classification	result	using	Scheme	
-4 with a window size of 17×17. The highest recall value 
was	in	Scheme	-3	with	a	window	size	of	17×17.	This	finding	
also indicates that the burned areas in the area of interest 
are primarily found in shrub swamps, pure dry agriculture, 
and	paddy	fields.	It	reveals	that	the	burned	areas	occurred	
caused by anthropogenic activities.
 Compared to Scheme -1 and Scheme -2, combined 
SAR features such as intensity and polarimetric features in 
Scheme -3 help to boost the performance in each window 
size.	Additionally,	 the	findings	emphasize	the	 importance	
of	 selecting	 SAR	 features	 with	 different	 window	 sizes	
to	 improve	 the	 model’s	 classification	 performance	
This research also demonstrates the feasibility of using 
combined SAR features in Schemes -1 and -2, along with 
Boxcar’s	speckle	filter	in	Scheme	-3,	and	Scheme	-4,	which	
employs	the	GLCM	texture	feature	without	speckle	filtering,	
for burned area detection.
 Fig. 6 displays the results of burned area detection 
on a selected area in Scheme-1 which has window size 
of 5×5, and Scheme-4 which has window size of 17×17, 
representing the worst and the best models, respectively. 
The blue polygon in Fig. 6 represents a burned area 
reference derived from SPOT images. When comparing the 
two	figures	visually,	misclassification	of	the	burned	area	is	
mostly on a window size of 5×5 which shows the inability to 
show burned area patterns as indicated by the yellow and 

(7)

(8)

(9)

(10)

(11)
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Table 4. The performance results of burned area classification using the CNN methods for Schemes -1 to -4

Window Size
Scheme -1

OA Recall Precision F1 -Score K Training Time (min)

5×5 0.7194 0.6903 0.7400 0.7142 0.4392 208.48

7×7 0.7474 0.7429 0.7558 0.7493 0.4949 204.51

9×9 0.7768 0.7772 0.7821 0.7796 0.5535 202.77

11×11 0.7941 0.8116 0.7892 0.8003 0.5880 195.45

13×13 0.8060 0.7882 0.8225 0.8050 0.6121 199.44

15×15 0.7987 0.7553 0.8330 0.7923 0.5980 201.06

17×17 0.8029 0.7950 0.8130 0.8039 0.6059 199.67

Window Size Scheme -2

5×5 0.7285 0.7308 0.7338 0.7323 0.4570 234.38

7×7 0.7513 0.7714 0.7473 0.7592 0.5023 229.19

9×9 0.7747 0.7903 0.7718 0.7809 0.5492 229.12

11×11 0.7799 0.7727 0.7897 0.7811 0.5599 227.51

13×13 0.7777 0.7307 0.8128 0.7696 0.5559 221.47

15×15 0.7822 0.7491 0.8082 0.7775 0.5648 225.03

17×17 0.7752 0.7402 0.8020 0.7699 0.5508 231.16

Window Size Scheme -3

5×5 0.7635 0.7834 0.7588 0.7709 0.5265 264.69

7×7 0.8024 0.7943 0.8126 0.8033 0.6048 271.84

9×9 0.8026 0.7909 0.8151 0.8028 0.6052 274.34

11×11 0.8130 0.7709 0.8473 0.8073 0.6265 263.05

13×13 0.8183 0.7810 0.8493 0.8137 0.6370 263.91

15×15 0.8226 0.8176 0.8307 0.8241 0.6453 273.81

17×17 0.8342 0.8204 0.8483 0.8341 0.6685 270.40

Window Size Scheme -4

5×5 0.7043 0.7686 0.6868 0.7254 0.4074 323.22

7×7 0.7410 0.7125 0.7622 0.7365 0.4824 326.04

9×9 0.7760 0.7997 0.7687 0.7839 0.5515 317.50

11×11 0.7931 0.7480 0.8282 0.7861 0.5868 330.08

13×13 0.8204 0.7869 0.8486 0.8166 0.6411 319.72

15×15 0.8252 0.7944 0.8516 0.8220 0.6507 326.07

17×17 0.8461 0.8035 0.8831 0.8414 0.6926 330.66
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Fig. 4. Performance of burned area classification model using CNN method for Scheme -1 to -4 with performance metrics 
(a) OA; (b) recall; (c) precision; (d) F1-score; (e) Cohen’s Kappa

Fig. 5. Burned area classification result for Scheme -4 with a window size of 17×17
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orange colours from the Sentinel-1 in Fig 6a. Furthermore, 
several pixels on the outside of the blue polygon, which 
are	shrub	and	agricultural	area,	are	incorrectly	identified	as	
burned	areas.	This	may	occur	because	 the	 speckle	filter’s	
window	size	is	insufficient	for	extracting	surface	roughness	
information	 between	 objects.	 Consequently,	 finding	
the	 optimal	 window	 size	 is	 essential	 in	 acquiring	 object	
information, and increasing the window size may reduce 
misclassification.

Burned Area Estimation

The total burned area in our area of interest based on the 
best performance is 76,098.6 ha. It includes the total of 
burned area that is not covered by the SPOT imageries as 
shown in Fig. 2. It also demonstrates that the Sentinel-1 is 
successful in identifying the burned area even it is covered 
by the cloud. Fig. 7 depicts the comparison of the selected 
subset	 of	 burned	 area	 classification	 results	 between	 the	
Scheme -1 with the lowest performance (window size of 
5×5) and the Scheme -4 with the highest performance 

(window size of 17×17), as well as SPOT image is used 
as	 reference	 visually.	 It	 shows	 a	 misclassification	 mainly	
occurred in Scheme -1 with the window size of 5×5 (see Fig 
7b). It fails to accentuate the pattern of burned areas and 
there is no clear boundary between burned and unburned 
classes. It is proven by the low value of recall. There are a lot 
of	small	pixels	identified	as	burn	areas	which	spread	almost	
all the subset, except for the water body that was almost 
completely	identified	as	unburned	areas.	
 As shown in Fig. 7c, compared to the Figs. 7a and 7b, 
the burned areas were shaped in a better pattern and 
were more compact (see white circle on the right). The 
little	pixels	identified	as	unburned	areas	inside	the	burned	
land area had been minimized and aggregated into bigger 
polygons	 for	 the	 misclassification	 of	 unburned	 areas	
outside the burned land. However, it still left several areas 
spread	 outside	 the	 burned	 land	 that	 were	 misclassified	
as	burned	areas.	The	misclassification	of	 the	burned	area	
from Figs. 7b and 7c is shown by the bare land area for 
plantations that is indicated as devegetation (see yellow 
circle on the left). 

Fig. 6. (a) Sentinel-1 images of post-fire events (R= VH
pre-fire event

 – VH
post-fire event

, G = VV
pre-fire event

, B = VH
post-fire event

); (b) The 
burned area detection result using scheme -1 with window size of 5×5; (c) The burned area detection result using Scheme 

-4 with window size of 17×17
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 The subset of burned area for the best performance 
scheme and SPOT images were then calculated with the 
WGS	1984	PDC	Mercator	as	a	reference	projection	system	
to compare both burned areas. For the model with the 
highest OA, precision, F1-Score, and K values which is 
in Scheme -4 with a window size of 17×17, the burned 
area prediction is up to 4,974.72 ha, whereas the burned 
area from SPOT images is 4,521.51 ha. It exhibits that the 
selected subset of burned area estimation using Scheme 
-4 had approximately 90% agreement with the reference 
data, SPOT images. 
 The model in Scheme -4 was also tested in the same 
area	 in	 a	 different	 year,	 2018.	 Fig.	 8	 depicts	 the	 burned	
area	classification	result.	The	OA,	precision,	recall,	F1-Score,	
and K values are 0.7850; 0.8775; 0.6755; 0.7633; and 0.5722 
respectively. According to these performance metrics, the 
model has a good capability to detect the burned area.
  
DISCUSSION

This research demonstrates the importance of feature and 
texture selection to increase the model’s performance 
classification.	In	comparison	to	the	result	of	(Sudiana	et	al.	
2023), optimum features and window size could increase 
the evaluation parameter values while using the same 
classification	 method.	 The	 increase	 in	 OA	 value	 ranged	
from 0.58-13.25% with the highest in Scheme -4 which 
uses GLCM texture features with a window size of 17×17 
and	without	conducting	Boxcar’s	speckle	filter.	This	is	also	

consistent	with	Gibson	et.	al’s	findings	(Gibson	et	al.	2023)	
that the mean and variance texture indices of larger window 
sizes (both 11 and 7) are the most important variables for 
fire	severity	and	fire	extent	models	using	Sentinel-1	data.	
It occurs as GLCM texture features apply a probability 
of a pixel with a certain gray-level value meeting with a 
neighbour	pixel	with	a	defined	gray-level	value	(James	et	
al. 2021).
	 The	 high	 accuracy	 of	 our	 finding	 in	 larger	 window	
sizes also depends on the size and pattern of burned areas, 
which are relatively large with only a few small patches of 
burned area. Similar to De Luca et al. (De Luca et al. 2021) 
the research used a large window size (11x11) because 
small	fires	were	not	considered	 (i.e.	 less	 than	0.5	km2).	A	
smaller window size should be considered for small and 
scattered	burned	areas.	The	effectiveness	of	using	a	large	
window size also depends on the spatial resolution of the 
SAR	 image,	 as	 the	 finer	 the	 spatial	 resolution	of	 the	 SAR	
images, the more heterogeneous the backscatter value 
for each land cover (Chen et al. 2004; Dorigo et al. 2012). 
Moreover,	 Boxcar’s	 speckle	 filter	 implements	 an	 average	
filter	 which	 leads	 to	 increased	 entropy	 since	 different	
scattering mechanisms can be involved along with the 
increase	 in	 window	 size	 (Xie	 et	 al.	 2018).	 Furthermore,	
Boxcar’s	 speckle	 filter	 tends	 to	 reduce	 resolution	 as	 the	
window size increases.
 According to our research, CNN-1D is feasible to 
implement because its method is not too complex and 
does not require much training time. Therefore, this method 

Fig. 7. A subset of burned area; (a) SPOT image as reference; (b) classification result Scheme -1 with window size of 5×5; 
(c) classification result Scheme -4 with window size of 17×17
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Fig. 8. Burned area classification results for 2018
is suitable for large-scale implementation. There are still 
numerous	pixels	that	were	misclassified	since	this	method	
considers the pixel value, particularly in the agriculture 
area which varies seasonally and results in a change in 
backscatter.	Therefore,	 the	object-based	approach	should	
be considered to distinguish between the burned area and 
the	misclassified	pixels	in	the	agriculture	sector.	
 This research demonstrates the potential of SAR 
data as a complementary data for detecting burned 
areas, especially in situations where the observed area 
is cloudy, hazy, or located in a remote area. Then, by 
defining	the	optimum	parameters,	it	may	help	to	decrease	
misclassification	of	burned	areas.	In	terms	of	time	savings,	
window	size	selection	does	not	significantly	affect	training	
time. However, the more polarimetric features and textures 
used, the longer the processing time.

CONCLUSIONS 

 This research indicated that the selection of texture 
features and polarimetric features is essential to optimize 
the	 performance	 of	 classification.	 The	 results	 obtained	
show that the highest overall accuracy using CNN 
classification	was	achieved	at	84.61%	in	Scheme	-4	which	
uses GLCM texture features and without conducting the 
Boxcar	speckle	filter	on	the	window	size	of	17×17.	The	total	
burned area in the area of interest reaches 76,098.6 ha. This 

research shows that the burned areas in the area of interest 
are mainly located in shrub swamps, pure dry agriculture, 
and	paddy	fields	land	cover	types,	implying	that	they	were	
caused by anthropogenic activities. 
 This research also shows that the performance of 
classification	 by	 using	 GLCM	 texture	 features	 without	
applying	 the	 Boxcar	 speckle	 filter	 is	 better	 than	 using	
intensity and polarimetric features with the Boxcar speckle 
filter.	 Furthermore,	 combining	 intensity	 and	 polarimetric	
features	 with	 a	 Boxcar	 speckle	 filter	 results	 in	 better	
classification	performance	 than	utilizing	 them	separately.	
In addition, the selection of window size also helps to 
increase the model’s performance. Compared to SPOT 
images as a reference, the agreement of the burned area 
estimation on the selected subset reaches approximately 
90%.
 Furthermore, based on our proposed method of using 
Sentinel-1 SAR data, this information can help to estimate 
the carbon loss of burned areas based on the fuel type 
(land cover) in the research area over time, even if the area 
is highly covered by the cloud. In future works, this model 
should	 be	 investigated	 in	 areas	with	 different	 landscape	
characteristics or steep terrain areas since it is crucial. In 
addition, additional approaches such as decision-level-
fusion need to be explored for detecting burned areas in 
different	landscapes	or	steep	areas.
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